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Êëàñòåð

Êëàñòåð (cluster) � îáúåäèíåíèå íåñêîëüêèõ îäíîðîäíûõ

ýëåìåíòîâ, êîòîðîå ìîæåò ðàññìàòðèâàòüñÿ êàê

ñàìîñòîÿòåëüíàÿ åäèíèöà, îáëàäàþùàÿ îïðåäåë¼ííûìè

ñâîéñòâàìè.

Èíôîðìàòèêà

Àñòðîíîìèÿ

Õèìèÿ

Ýêîíîìèêà

Ëèíãâèñòèêà

Ìóçûêà
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Êëàñòåð: èíôîðìàòèêà

åäèíèöà õðàíåíèÿ äàííûõ íà äèñêå;

ãðóïïà êîìïüþòåðîâ, èñïîëüçóþùèõñÿ êàê åäèíûé ðåñóðñ;

ñïåöèàëèçèðîâàííûé îáúåêò áàçû äàííûõ äëÿ ôèçè÷åñêè

ñîâìåñòíîãî õðàíåíèÿ îäíîé èëè íåñêîëüêèõ òàáëèö
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Êëàñòåð: data mining

Êëàñòåð � îáúåäèíåíèå íåñêîëüêèõ îäíîðîäíûõ ýëåìåíòîâ,

êîòîðîå ìîæåò ðàññìàòðèâàòüñÿ êàê ñàìîñòîÿòåëüíàÿ åäèíèöà.

Êëàñòåðèçàöèÿ � çàäà÷à ðàçáèåíèÿ ìíîæåñòâà íà îäíîðîäíûå

ãðóïïû, òàê, ÷òîáû ýëåìåíòû â îäíîé ãðóïïå áûëè

ìàêñèìàëüíî ñõîæè äðóã ñ äðóãîì, à ýëåìåíòû èç ðàçíûõ ãðóïï

çíà÷èòåëüíî îòëè÷àëèñü.

Data Mining

Machine learning

Unsupervised learning

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Êëàñòåðèçàöèÿ: îáùàÿ ñõåìà

1 Âûäåëåíèå çíà÷èìûõ õàðàêòåðèñòèê

2 Îïðåäåëåíèå ìåòðèêè ñõîæåñòè

3 Ðàçáèåíèå íà ãðóïïû

4 Îöåíêà êà÷åñòâà ðåçóëüòàòîâ

5 Ïðåäñòàâëåíèå è èíòåðïðåòàöèÿ ðåçóëüòàòîâ
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Êà÷åñòâî êëàñòåðèçàöèè

Êà÷åñòâî ÏÎ ñòàíäàðò ISO 9000:
"The totality of features and characteristics of a product or

service that bear on its ability to satisfy stated or implied

needs"

Êà÷åñòâî êëàñòåðèçàöèè (Cluster validity):
"The adequacy of a clustering structure refers to the sense in

which the clustering structure provides true information about

the data, or the ability of recovered structure to re�ect the

intrinsic character of the data"
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Îöåíêà êà÷åñòâà êëàñòåðèçàöèè

Ìåòîäû (èíäåêñû) îöåíêè êà÷åñòâà (cluster validity methods) �

èíñòðóìåíòàðèé äëÿ êîëè÷åñòâåííîé îöåíêè ðåçóëüòàòîâ

êëàñòåðèçàöèè.
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Ìåòîäû îöåíêè êà÷åñòâà

Äëÿ ÷åòêîé êëàñòåðèçàöèè: êëàñòåðû íå ïåðåñåêàþòñÿ.

äëÿ íå÷åòêîé êëàñòåðèçàöèè: äîïóñêàåòñÿ ïåðåñå÷åíèå

êëàñòåðîâ.

Äëÿ èåðàðõè÷åñêèõ ñòðóêòóð.

Äëÿ íå èåðàðõè÷åñêèõ ñòðóêòóð.

Äëÿ îòäåëüíûõ êëàñòåðîâ

Âíåøíèå (external)

Âíóòðåííèå (internal)

Îòíîñèòåëüíûå (relative)
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Âíåøíèå ìåòðèêè îöåíêè êà÷åñòâà

Èñïîëüçóþò äîïîëíèòåëüíûå çíàíèÿ î êëàñòåðèçóåìîì

ìíîæåñòâå: ðàñïðåäåëåíèå ïî êëàñòåðàì, êîëè÷åñòâî êëàñòåðîâ

è ò.ä.

Õîðîøàÿ ñòðóêòóðà êëàñòåðîâ: òà æå ñàìàÿ, ÷òî è

ïðåäîïðåäåëåííàÿ.

Ìåòîäû:

Rand statistic

Jaccard index

Folkes and Mallows index

F1-measure
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Îáîçíà÷åíèÿ

X êëàñòåðèçóåìîå ìíîæåñòâî

N êîëè÷åñòâî ýëåìåíòîâ â X
c ÷èñëî êëàñòåðîâ

nci ÷èñëî ýëåìåíòîâ â êëàñòåðå ci

vi öåíòð êëàñòåðà ci : vi =

∑
x∈ci x

nci
X̄ öåíòðàëüíûé ýëåìåíò ìíîæåñòâà X̄ = 1

N

∑N
j=1 xj

v̄ öåíòð öåíòðîâ v̄ = 1
c

∑c
i=1 vi

dim ðàçìåðíîñòü ìíîæåñòâà X
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Rand, Jaccard, FM

Ðàññìîòðèì ïàðû (xi , xj) èç ýëåìíòîâ X . Ïîäñ÷èòàåì
êîëè÷åñòâî ïàð, â êîòîðûõ :

1 ýëåìåíòû ïðèíàäëåæàò îäíîìó êëàñòåðó è îäíîìó êëàññó:

SS .

2 ýëåìåíòû ïðèíàäëåæàò îäíîìó êëàñòåðó, íî ðàçíûì

êëàññàì: SD

3 ýëåìåíòû ïðèíàäëåæàò ðàçíûì êëàñòåðàì, íî îäíîìó

êëàññó: DS

4 ýëåìåíòû ïðèíàäëåæàò ðàçíûì êëàññàì è ðàçíûì

êëàñòåðàì: DD
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Rand, Jaccard, FM

Rand =
SS + DD

SS + DS + SD + DD
(1)

Jaccard =
SS

SS + SD + DS
(2)

FM =

√
SS

SS + SD
∗ SS

SS + DS
(3)
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F1-measure

Äëÿ êëàñòåðà ci è êëàññà gj ðàññìîòðèì:

Precision(i , j) =
nij
ni

Recall(i , j) =
nij
nj

ãäå nij � êîëè÷åñòâî îáúåêòîâ xk : xk ∈ ci&xk ∈ gj , ni = |ci | è
nj = |gj |. F1-ìåðà äëÿ ci è gj îïðåäåëÿåòñÿ êàê

F1(i , j) =
2 ∗ Precision(i , j) ∗ Recall(i , j)
Precision(i , j) + Recall(i , j)

Îáùèé ïîêàçàòåëü äëÿ ñòðóêòóðû êëàñòåðîâ:

F1 =
∑
j

nj
N

max
i

F1(i , j) (4)
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Âíóòðåííèå ìåòîäû îöåíêè êà÷åñòâà

Îöåíèâàþò êà÷åñòâî ñòðóêòóðû êëàñòåðîâ îïèðàÿñü òîëüêî íà

íåïîñðåäñòâåííî íà íåå.

Ìåòîäû:

Cophenetic Correlation Coe�cient

Hubert Γ Statistics
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Âíóòðåííèå ìåòîäû: ñòàòèñòèêà

Êàêîâà âåðîÿòíîñòü ïîëó÷èòü òîæå ñàìîå çíà÷åíèå èíäåêñà

ñëó÷àéíî?

Íóëåâûå ãèïîòåçû:

ñëó÷àéíîå ïîëîæåíèå

ñëó÷àéíûå ìåòêè êëàñòåðîâ

ñëó÷àéíàÿ ìàòðèöà áëèçîñòè
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Âíóòðåííèå ìåòîäû: ñòàòèñòèêà

P(T ≥ tα|H0) = α
T � çíà÷åíèå èíäåêñà îöåíêè êà÷åñòâà

tα � ïîðîãîâîå çíà÷åíèå

α � óðîâåíü çíà÷èìîñòè

Monte-Carlo method

Bootstrapping method
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Cophenetic Correlation Coe�cient

Ñophenetic matrix Pc : Pc(i , j) � óðîâåíü èåðàðõèè, íà êîòîðîì

ýëåìåíòû xi è xj ïåðâûé ðàç âñòðå÷àþòñÿ â îäíîì êëàñòåðå.

P � ìàòðèöà áëèçîñòè

C =
1
M

∑N−1
i=1

∑N
j=i+1 dijcij − µPµC√[

1
M

∑N−1
i=1

∑N
j=i+1 d

2
ij − µ2P

] [
1
M

∑N−1
i=1

∑N
j=i+1 c

2
ij − µ2C

]
(5)

ãäå dij � ýëåìåíò P , cij � ýëåìåíò Pc , M = N(N−1)
2 è

µP =
1

M

N−1∑
i=1

N∑
j=i+1

dij µC =
1

M

N−1∑
i=1

N∑
j=i+1

cij
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Hubert Γ Statistics

Γ =
1

M

N−1∑
i=1

N∑
j=i+1

P(i , j)Y (i , j) (6)

çäåñü P(i , j) � ìàòðèöà áëèçîñòè, à

Y (i , j) =

{
1 , åñëè xi è xj â îäíîì êëàñòåðå

0 , â äðóãîì ñëó÷àå.

Îáçíà÷àåò ñõîäñòâî ìåæäó ìàòðèöàìè X è Y . ×åì áîëüøå, òåì

ëó÷øå.
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Îòíîñèòåëüíûå ìåòîäû îöåíêè êà÷åñòâà

Îöåíêà ïðîèçâîäèòñÿ ìåòîäîì ñðàâíåíèÿ íåñêîëüêèõ ñòðóêòóð

íåñêîëüêî çàïóñêîâ îäíîãî è òîãî æå àëãîðèòìà

çàïóñê àëãîðèòìà ñ ðàçíûìè ïàðàìåòðàìè

çàïóñê ðàçíûõ àëãîðèòìîâ

Êðèòåðèè îöåíêè êà÷åñòâà:

Êîìïàêòíîñòü � ýëåìåíòû èç îäíîãî êëàñòåðà äîëæíû áûòü

êàê ìîæíî áëèæå äðóã ê äðóãó.

Îòäåëèìîñòü � ýëåìåíòû èç ðàçíûõ êëàñòåðîâ äîëæíû áûòü

êàê äàëüøå äðóã îò äðóãà.
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Ìîäèôèöèðîâàííàÿ Hubert Γ Statistic

Γ =
1

M

N−1∑
i=1

N∑
j=i+1

P(i , j)Q(i , j) (7)

Q(i , j): ðàññòîÿíèå ìåæäó öåíòðàìè êëàñòåðîâ vci è vcj , ê
êîòîðûì ïðèíàäëåæàò ýëåìåíòû xi è xj , ñîîòâåòñòâåííî.
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Íîðìàëèçîâàííàÿ Hubert Γ Statistic

Γ̂ =
1
M

∑N−1
i=1

∑N
j=i+1(P(i , j)− µP)(Q(i , j)− µQ)

σPσQ
(8)

çäåñü µP , µQ , σP è σQ � ñðåäíèå çíà÷åíèÿ è

ñðåäíåêâàäðàòè÷íûå îòêëîíåíèÿ äëÿ ìàòðèö P è Q
ñîîòâåòñòâåííî.

Γ̂ ∈ [−1, 1]
Áîëüøèå çíà÷åíèÿ Γ̂ ïîäðàçóìåâàþò ëó÷øóþ ñòðóêòóðó

êëàñòåðîâ.
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Calinski-Harabasz èíäåêñ

d̄2 � ñðåäíèé êâàäðàò ðàññòîÿíèÿ ìåæäó ýëåìåíòàìè â

êëàñòåðèçóåìîì ìíîæåñòâå

d̄2
ci
� ñðåäíèé êâàäðàò ðàññòîÿíèÿ ìåæäó ýëåìåíòàìè â

êëàñòåðå ci .
Cóììà êâàäðàòîâ ðàññòîÿíèé âíóòðè ãðóïï:

WGSS =
1

2

c∑
i=1

(nci − 1)d̄2
ci

Cóììà êâàäðàòîâ ðàññòîÿíèé ìåæäó ãðóïïàìè:

BGSS =
1

2
((c − 1)d̄2 + (N − c)Ac)

ãäå Ac = 1
N−c

∑c
i=1(nci − 1)(d̄2 − d̄2

ci
)

VRC =
BGSS
c−1

WGSS
N−c

=
d̄2 + N−c

c−1 Ac

d̄2 − Ac

(9)
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Èíäåêñ Äàííà

D = mini ,j∈{1...c},i 6=j

{
d(ci , cj)

maxk∈{1···c} diam(ck)

}
(10)

d � ìåæêëàñòåðíîå ðàññòîÿíèå: d(ci , cj) = minx∈ci ,y∈cj‖x − y‖
diam(ci ) � äèàìåòð êëàñòåðà: diam(ci ) = maxx ,y∈ci ‖x − y‖.
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Èíäåêñ Äåâèñà-Áîëäóèíà

Ïóñòü Si =
{

1
nci

∑
x∈ci ‖x − vi‖q

} 1
q
� ìåðà ðàçáðîñà âíóòðè ci

dij =
{∑dim

k=1 |vki − vkj |p
} 1

p
� ìåðà ðàçëè÷èÿ ìåæäó ci è cj

Òîãäà Rij ìåðà ñõîæåñòè ìåæäó ci è cj åñëè:

1 Rij ≥ 0

2 Rij = Rji

3 Ïðè Si = 0 è Sj = 0 Rij = 0

4 Ïðè Sj > Sk è dij = dik Rij > Rik

5 Ïðè Sj = Sk è dij < dik Rij > Rik
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Èíäåêñ Äåâèäà-Áîëäóèíà

Rij =
Si + Sj
dij

Òîãäà ñàì èíäåêñ âû÷èñëÿåòñÿ ïî ôîðìóëå:

DB =
1

c

c∑
i=1

Ri (11)

ãäå Ri = maxi ,j∈{1···c},i 6=j(Rij).
DB èíäåêñ îïðåäåëÿåò ñðåäíþþ ñõîæåñòü ìåæäó êëàñòåðîì ci è
íàèáîëåå áëèçêèì ê íåìó êëàñòåðîì.

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



CS èíäåêñ

CS =

∑c
i=1{

1
nci

∑
xj ,xk∈ci max(‖xj − xk‖)}∑c

i=1 minj 6=i (‖vi − vj‖)
(12)

Èçìåðÿåò îòíîøåíèå ìàêñèìàëüíîãî ðàññòîÿíèÿ ìåæäó

òî÷êàìè â êëàñòåðå ê ìèíèìàëüíîìó ìåæêëàñòåðíîìó

ðàññòîÿíèþ.

Îïòèìàëüíàÿ ñòðóêòóðà õàðàêòåðèçóåòñÿ ìåíüøèì ïîêàçàòåëåì

CS.

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



SD (Scatter-Distance) èíäåêñ

Äèñïåðñèÿ íà ìíîæåñòâå: Äèñïåðñèÿ âíóòðè êëàñòåðà:

σpx = 1
n

∑n
k=1(xpk − x̄p)2 σpvi = 1

nci

∑
xk∈ci (x

p
k − vpi )2

σX =

 σ1X
...

σdimX

 σvi =

 σ1vi
...

σdimvi


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SD (Scatter-Distance) èíäåêñ

Ñðåäíèé ðàçáðîñ äëÿ êëàñòåðîâ îïðåäåëÿåòñÿ êàê:

Scatt =
1

c

c∑
i=1

‖σvi‖
‖σx‖

Îòäåëèìîñòü êëàñòåðîâ èçìåðÿåòñÿ êàê:

Dist =
maxi ,j∈{1···c}(‖vj − vi‖)
mini ,j∈{1···c}(‖vj − vi‖)

c∑
i=1

 c∑
j=1,i 6=j

‖vi − vj‖

−1

Ñîáñòâåííî SD èíäåêñ:

SD = α ∗ Scatt + Dist (13)

ãäå α � âçâåøèâàþùèé êîýôôèöèåíò

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



S_Dbw (Scatter-Density) èíäåêñ

Ïëîòíîñòü ìåæäó êëàñòåðàìè:

Dens_bw =
1

c(c − 1)

c∑
i=1

 c∑
j=1,i 6=j

dens(uij)

max(dens(vi ), dens(vj))


Çäåñü uij � åñòü ñåðåäèíà ëèíèè,ñîåäèíÿþùåé êëàñòåðíûå

öåíòðû vi è vj .
Ôóíêöèÿ ïëîòíîñòè: dens(uij) =

∑
x∈ci∪cj f (x , uij), ãäå f (x , uij) �

îêðåñòíîñòü òî÷êè uij : ãèïåðñôåðà ñ öåíòðîì â uij è ðàäèóñîì

ðàâíûì stdev = 1
c

√∑c
i=1 ‖σvi‖

f (x , uij) =

{
0, åñëè ‖x − uij‖ > stdev
1, â äðóãîì ñëó÷àå

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



S_Dbw (Scatter-Density) èíäåêñ

Scatt =
1

c

c∑
i=1

‖σvi‖
‖σx‖

Îáùàÿ ôîðìóëà èíäåêñà äëÿ èíäåêñà S_Dbw

S_Dbw = Dens_bw + Scatt (14)

Çíà÷åíèå èíäåêñà äîëæíî áûòü ìèíèìàëüíûì äëÿ ïîëó÷åíèÿ

íàèëó÷øåãî ðåçóëüòàòà.

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



RMSSTD(root � mean � square standard deviation) èíäåêñ

RMSSTD =

[
pooled sum of squares for all variables

pooled degrees of freedom for all variables

] 1
2

Èòîãîâàÿ ôîðìóëà:

RMSSTD =

[∑c
i=1

∑
xj∈ci ‖xj − vi‖2

dim ∗
∑c

i=1(nci − 1)

] 1
2

(15)

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



RS (R Squared) Èíäåêñ

Ïóñòü

1 SSw cóììà êâàäðàòîâ ðàññòîÿíèé âíóòðè êëàñòåðà

2 SSb ñóììà êâàäðàòîâ ðàññòîÿíèé ìåæäó êëàñòåðàìè

3 SSt ñóììà êâàäðàòîâ ðàññòîÿíèé ïî âñåìó ìíîæåñòâó,

ïðè÷åì SSt = SSw + SSb

Ôîðìóëà èíäåêñà RS:

RS =
SSb
SSt

=
SSt − SSw

SSt
(16)
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Èíäåêñ îöåíêè ñèëóýòà(Silhouette index)

Ïóñòü apj = 1
ncp−1

∑
xk∈cp ‖xj − xk‖ � ñðåäíåå ðàññòîÿíèå îò

xj ∈ cp äî äðóãèõ îáúåêòîâ èç êëàñòåðà cp.
dqj = 1

ncq

∑
xk∈cq ‖xj − xk‖ � ñðåäíåå ðàññòîÿíèå îò xj äî

îáúåêòîâ èç äðóãîãî êëàñòåðà cq : q 6= p.
Ïîëîæèì: bpj = minq 6=p dqj .

Òîãäà �ñèëóýò � ýëåìåíòà xj : Sxj =
bpj − apj

max(apj , bpj)
Îöåíêà äëÿ âñåé êëàñòåðíîé ñòðóêòóðû:

SWC =
1

N

N∑
j=1

Sxj (17)
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Èíäåêñ îöåíêè ñèëóýòà(Silhouette index)

Óïðîùåííûé ñèëóýò: apj è bpj âû÷èñëÿþòñÿ ÷åðåç öåíòðû

êëàñòåðîâ.

Àëüòåðíàòèâíûé ñèëóýò: Sxj =
bpj

apj + ε

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



èíäåêñ Maulik-Bandoypadhyay

MB =

(
1

c

E1

Ec
D

)p

(18)

Ec =
∑c

i=1

∑
x∈ci ‖x − vi‖ � ñóììà âíóòðèêëàñòåðíûõ

ðàññòîÿíèé.

E1 � ñóììà ðàññòîÿíèé îò öåíòðà ìíîæåñòâà äî êàæäîãî

ýëåìåíòà.

D = maxi ,j ‖vi − vj‖ � ìàêñèìàëüíîå ðàññòîÿíèå ìåæäó

êëàñòåðàìè.

Êîíñòàíòà p îïðåäåëÿåòñÿ ïðîèçâîëüíî, â îðèãèíàëå: p = 2

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Score function

Îïðåäåëèì ðàññòîÿíèå ìåæäó êëàñòåðàìè êàê:

bcd =

∑c
i=1 ‖vi − v̄‖ ∗ nci

N ∗ c

Ñòàíäàðòíûé ïîäõîä äëÿ èçìåðåíèÿ áëèçîñòè òî÷åê âíóòðè

êëàñòåðà:

wcd =
c∑

i=1

(
1

nci

∑
x∈ci

‖x − vi‖

)
Êëàñòåðíàÿ ñòðóêòóðà ÿâëÿåòñÿ õîðîøåé, åñëè bcd âûñîêèé, à

wcd - íèçêèé.

SF = 1− 1

expexpbcd−wcd (19)

×åì âûøå SF , òåì ëó÷øå ñòðóêòóðà êëàñòåðîâ.

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



VNND èíäåêñ (èíäåêñ áëèæàéøèõ ñîñåäåé)

dmin(xj) = miny∈ci (‖xi − y‖) � ðàññòîÿíèå îò ýëåìåíòà xj äî åãî
áëèæàéøåãî ñîñåäà.

dmin(ci ) = 1
nci

(
∑

xj∈ci dmin(xj)) � ñðåäíåå ðàññòîÿíèå ìåæäó

áëèæàéøèìè ñîñåäÿìè â êëàñòåðå ci .
Îòêëîíåíèå äëÿ ðàññòîÿíèÿ ìåæäó áëèæàéøèìè ñîñåäÿìè:

V (ci ) =
1

nci − 1

∑
xj∈ci

(dmin(xj)− dmin(ci ))2

Èòîãîâîå çíà÷åíèå èíäåêñà îïðåäåëÿåòñÿ êàê

VNND =
c∑

i=1

V (ci ) (20)
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Èíäåêñ ïëîòíîñòè CDbw

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Èíäåêñ ïëîòíîñòè CDbw

Ìíîæåñòâî ïðåäñòàâèòåëåé äëÿ êëàñòåðà ci : Vci = {v1 · · · vr},
ãäå r � ïðîèçâîëüíîå ÷èñëî, r ≥ 10.
vik = closest_repi (vjl): vik ÿâëÿåòñÿ áëèæàéøèì

ïðåäñòàâèòåëåì êëàñòåðà ci ïî îòíîøåíèþ ê vjl .
Ìíîæåñòâî ñîîòâåòñòâóþùèõ áëèæàéøèõ ïðåäñòàâèòåëåé:

RCRij = {(vik , vjl)|vik = closest_repi (vjl)&vjl =
closest_repj(vik)}.

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Èíäåêñ ïëîòíîñòè CDbw: îòäåëèìîñòü

Ïëîòíîñòü ìåæäó äâóìÿ êëàñòåðàìè â ýòîì ñëó÷àå

âû÷èñëÿåòñÿ êàê

Densij =
1

|RCRij |
∗

RCRij∑
(vk ,vl )∈RCRij

(
‖vk − vl‖
2 ∗ stdev

∗ cardinality(ukl)

)

çäåñü stddev = 1
c

√∑c
i=1 ‖σvi‖, ukl � ñðåäèíà îòðåçêà, ìåæäó

òî÷êàìè vl è vk , è cardinality(ukl) =

∑ci∪cj
x∈ci∪cj

f (x ,ukl )

nci+ncj
, ãäå

f (x , u) =

{
0, åñëè ‖x − ukl‖ > stdev
1, â äðóãîì ñëó÷àå
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èíäåêñ ïëîòíîñòè CDbw: îòäåëèìîñòü

Ìåæêëàñòåðíàÿ ïëîòíîñòü äëÿ âñåé ñòðóêòóðû:

Inter_dens =
1

c

c∑
i=1

max
i 6=j

(Densij)

Ðàññòîÿíèå ìåæäó êëàñòåðàìè:

Distij =
1

|RCRij |

RCRij∑
(vk ,vl )∈RCRij

‖vk − vl‖

Îáùàÿ ìåðà îòäåëèìîñòè äëÿ âñåé ñòðóêòóðû:

Sep =
1
c

∑c
i=1 mini 6=j Distij

1 + Inter_dens
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Èíäåêñ ïëîòíîñòè CDbw
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èíäåêñ ïëîòíîñòè CDbw: êîìïàêòíîñòü

Ñäâèíóòûå "ïðåäñòàâèòåëè"(shifted representatives): vk ∈ Vci

v sk = vk + s ∗ (center(ci )− vk), ãäå s ∈ [0, 1].
Âîçüìåì 0.1 ≤ s ≤ 0.8, si = si−1 + 0.1. Îáîçíà÷èì ÷èñëî

èòåðàöèé çà ns .
Ïëîòíîñòü ñòðóêòóðû êëàñòåðîâ îòíîñèòåëüíî s:

Intra_dens(s) =

1
r

∑c
i=1

∑
vk∈Vci

cardinality(v sk )

c ∗ stdev
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èíäåêñ ïëîòíîñòè CDbw: êîìïàêòíîñòü

Êîìïàêòíîñòü êëàñòåðíîé ñòðóêòóðû:

Compactness =
1

ns

ns∑
i=1

Intra_dens(si )

Èçìåíåíèå ïëîòíîñòü êëàñòåðà â çàâèñèìîñòè îò s:

Intra_change =

∑ns
i=1 |Intra_dens(si )− Intra_dens(si−1)|

ns − 1

�Ñâÿçàííîñòü� êëàñòåðîâ:

Cohension =
Compactness

1 + Intra_change

Îáùàÿ ôîðìóëà èíäåêñà:

CDbw = Cohension ∗ Sep ∗ Compactness (21)

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ïëàí äîêëàäà

Êëàñòåðèçàöèÿ: îñíîâíûå ïîíÿòèÿ

Îöåíêà êà÷åñòâà êëàñòåðèçàöèè

Âíåøíèå ìåòðèêè
Âíóòðåííèå ìåòðèêè
Îòíîñèòåëüíûå ìåòðèêè

Ñðàâíåíèå ìåòðèê îöåíêè êà÷åñòâà

Òåñòîâûå ìíîæåñòâà
Àëãîðèòìû êëàñòåðèçàöèè
Èíäåêñû

Ýêñïåðèìåíòû

Çàêëþ÷åíèå
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Òåñòîâûé ñòåíä

òåñòîâûå ìíîæåñòâà

àëãîðèòìû êëàñòåðèçàöèè

èíäåêñû îöåíêè êà÷åñòâà
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Òåñòîâûå ìíîæåñòâà

ñèíòåòè÷åñêèå

ðåàëüíûå
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Òåñòîâûå ìíîæåñòâà

1 Ðàâíîìåðíî ðàñïðåäåëåííûå äàííûå

2 Êëàñòåðû íåïðàâèëüíîé ôîðìû è âëîæåííûå êëàñòåðû

3 Ïëîõîîòäåëèìûå êëàñòåðû

4 Êëàñòåðû ñ ãàóññîâûì ðàñïðåäåëåíèåì

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Àëãîðèòìû êëàñòåðèçàöèè

ðàçáèâàþùèå: Ê-ñðåäíèõ

ïëîòíîñòíûå: DBScan
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Àëãîðèòìû êëàñòåðèçàöèè: Ê-ñðåäíèõ

Algorithm. 1 K-Means

Require: c � êîëè÷åñòâî êëàñòåðîâ

Init: ñëó÷àéíûì îáðàçîì, âûáðàòü c òî÷åê, êîòîðûå áóäóò öåí-
òðàìè êëàñòåðîâ íà ïåðâîé èòåðàöèè.

repeat
Îïðåäåëèòü êàæäûé ýëåìåíò èç ìíîæåñòâà â êëàñòåð, ñ áëè-

æàéøèì öåíòðîì.

Ïåðåñ÷èòàòü êëàñòåðíûå öåíòðû ñ ó÷åòîì òåêóùåãî ðàñïðå-

äåëåíèÿ ýëåìåíòîâ.

until Ïîêà íå âûïîëíèòñÿ óñëîâèå îñòàíîâêè
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Àëãîðèòìû êëàñòåðèçàöèè: DBScan

Algorithm. 2 DBScan

Require: ε, min_pts
for all xj ∈ X do
if (@k : xj ∈ Ck) & (xj /∈ Outliers) then
eps_n = |{y : y ∈ Nε(xj)}|
if eps_n < min_pts then
Outliers = xj ∪ Outliers

else
xj ∈ Ck+1

Äëÿ âñåõ y : y ∈ Nε(xj) ïîâòîðèòü îöåíêó òî÷åê â Nε(y).
end if

end if
end for

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ïàðàìåòðû çàïóñêà

K-Means: ÷èñëî êëàñòåðîâ � îò 2 äî 10

DBSCan: min_pts - ìåíÿëîñü ñ 3 äî 6;

ε - ñ 0.1 äî 1 ñ øàãîì 0.1 (0.5 äî 4 ñ øàãîì 0.5)
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Èíäåêñû êà÷åñòâà

1 Dunn,

2 DB,

3 SD,

4 S_Dbw,

5 èíäåêñ ñèëóýòà è óïðîùåííûé èíäåêñ ñèëóýòà,

6 CS,

7 VNND,

8 Score Function,

9 MB,

10 CDbw.

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ïëàí äîêëàäà

Êëàñòåðèçàöèÿ: îñíîâíûå ïîíÿòèÿ

Îöåíêà êà÷åñòâà êëàñòåðèçàöèè

Âíåøíèå ìåòðèêè
Âíóòðåííèå ìåòðèêè
Îòíîñèòåëüíûå ìåòðèêè

Ñðàâíåíèå ìåòðèê îöåíêè êà÷åñòâà

Òåñòîâûå ìíîæåñòâà
Àëãîðèòìû êëàñòåðèçàöèè
Èíäåêñû

Ýêñïåðèìåíòû

Çàêëþ÷åíèå

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ñëó÷àéíîå ðàñïðåäåëåíèå äàííûõ: K-Means

Ðèñ.: Äåëåíèå íà ÷åòûðå êëàñòåðà ïðè ïîìîùè K-Means.

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ñëó÷àéíîå ðàñïðåäåëåíèå äàííûõ: K-Means

Èíäåêñ Êîëè÷åñòâî êëàñòåðîâ

Dunn 10

DB 9

SD 3

S_Dbw 9

Sil. 4

Simp. Sil. 4

CS 9

VNND 2

Score Func. 2

MB 4

CDbw 2

Òàáëèöà: Ðåçóëüòàòû îöåíêè äëÿ K-Means

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ñëó÷àéíîå ðàñïðåäåëåíèå äàííûõ: DBScan

Èíäåêñ minpts eps

Dunn 3 0.2

DB 3 0.2

SD 3 0.2

S_Dbw 3 0.2

Sil. 3 0.7

Simp. Sil. 3 0.7

CS 3 0.2

VNND 3 0.2

Score Func. 3 0.1

MB 3 0.2

CDbw 3 0.2

Òàáëèöà: Ñëó÷àéíîå ðàñïðåäåëåííûå äàííûå: ðåçóëüòàòû äëÿ DBScan

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ñëó÷àéíîå ðàñïðåäåëåíèå äàííûõ: DBScan

Èíäåêñû: Dunn, DB, SD, S_Dbw, CS, VNND, MB, CDbw.

Ðèñ.: Ñëó÷àéíûå äàííûå: ðåçóëüòàòû äëÿ DBScan(3, 0.2)

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: K-Means

Ðèñ.: Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: ðåçóëüòàòû äëÿ K-Means

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: K-Means

Èíäåêñ Êîëè÷åñòâî êëàñòåðîâ

Dunn 4

DB 4

SD 2

S_Dbw 4

Sil. 4

Simp. Sil. 4

CS 4

VNND 2

Score Func. 4

MB 4

CDbw 4

Òàáëèöà: Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: ðåçóëüòàòû äëÿ K-Means

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: DBScan

Èíäåêñ minpts eps

Dunn 5 0.5

DB 5 0.5

SD 5 0.5

S_Dbw 6 0.1
Sil. 5 0.9

Simp. Sil. 5 0.9

CS 6 0.2

VNND 6 0.1
Score Func. 6 0.1

MB 6 0.1
CDbw 6 0.6

Òàáëèöà: Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: ðåçóëüòàòû äëÿ DBScan

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: DBScan

Èíäåêñû: S_Dbw, VNND, Score Func., MB

Ðèñ.: Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: ðåçóëüòàòû äëÿ DBScan(6,0.1)
Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: DBScan

Èíäåêñû: Dunn, DB, SD

Ðèñ.: Ãàóññîâî ðàñïðåäåëåíèå äàííûõ: ðåçóëüòàòû äëÿ DBScan(5,0.5)
Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Êëàñòåðû ïðîèçâîëüíîé ôîðìû: DBScan

Ðèñ.: Êîíöåíòðè÷åñêèå êëàñòåðû: ðåçóëüòàòû äëÿ DBScan(3,4.5)

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Êëàñòåðû ïðîèçâîëüíîé ôîðìû: DBScan

Èíäåêñ minpts eps

Dunn 4 0.5
DB 4 0.5
SD 4 0.5

S_Dbw 3 0.5

Sil. 4 1.5

Simp. Sil. 4 1.5

CS 4 0.5
VNND 6 0.5

Score Func. 6 0.5

MB 4 0.5
CDbw 3 4.5

Òàáëèöà: Êîíöåíòðè÷åñêèå êëàñòåðû: ðåçóëüòàòû äëÿ DBScan

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Êëàñòåðû ïðîèçâîëüíîé ôîðìû: DBScan

Èíäåêñû: Dunn, DB, SD, CS, MB

Ðèñ.: Êîíöåíòðè÷åñêèå êëàñòåðû: ðåçóëüòàòû äëÿ DBScan(4,0.5)
Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



IRIS

3 êëàññà ïî 50 ýëåìåíòîâ.

4 àòòðèáóòà: äëèíà ÷àøåëèñòèêà, øèðèíà ÷àøåëèñòèêà, äëèíà

ëåïåñòêà è øèðèíà ëåïåñòêà

Ðèñ.: ìíîæåñòâî äàííûõ IRIS

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



IRIS: K-Means

Èíäåêñ Êîëè÷åñòâî êëàñòåðîâ

Dunn 2

DB 2

SD 2

S_Dbw 10

Sil. 2

Simp. Sil. 2

CS 2

VNND 2

Score Func. 2

MB 3

CDbw 3

Òàáëèöà: IRIS: ðåçóëüòàòû äëÿ K-Means

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



IRIS: K-Means

Èíäåêñû: Dunn, DB, SD, CS, Sil, Simpl. Sil, CS, VNND, Score.

Func

Ðèñ.: IRIS: ðåçóëüòàòû äëÿ K-Means (2 êëàñòåðà)Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



IRIS: K-Means

Èíäåêñû: MB, CDbw

Ðèñ.: IRIS: ðåçóëüòàòû äëÿ K-Means (3 êëàñòåðà)
Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



IRIS: DBScan

Èíäåêñ minpts eps

Dunn 6 0.3
DB 6 0.3
SD 5 0.6

S_Dbw 6 0.2

Sil. 3 1.5

Simp. Sil. 3 1.5

CS 4 0.2

VNND 6 0.3
Score Func. 3 0.1

MB 4 0.2

CDbw 5 0.6

Òàáëèöà: IRIS: ðåçóëüòàòû äëÿ DBScan

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



IRIS: DBScan

Èíäåêñû: Dunn, DB, VNND

Ðèñ.: IRIS: ðåçóëüòàòû äëÿ DBScan(6,0.3)
Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



IRIS: DBScan

Èíäåêñû: SD, CDbw

Ðèñ.: IRIS: ðåçóëüòàòû äëÿ DBScan(5,0.6)
Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ïëàí äîêëàäà

Êëàñòåðèçàöèÿ: îñíîâíûå ïîíÿòèÿ

Îöåíêà êà÷åñòâà êëàñòåðèçàöèè

Âíåøíèå ìåòðèêè
Âíóòðåííèå ìåòðèêè
Îòíîñèòåëüíûå ìåòðèêè

Ñðàâíåíèå ìåòðèê îöåíêè êà÷åñòâà

Òåñòîâûå ìíîæåñòâà
Àëãîðèòìû êëàñòåðèçàöèè
Èíäåêñû

Ýêñïåðèìåíòû

Çàêëþ÷åíèå

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ðåçóëüòàòû ïðîâåðêè: ñâîäíàÿ òàáëèöà

Èíäåêñ Gaussian(4) 3 rings IRIS

K-Means DBScan DBScan K-Means DBScan

Dunn + + - + -

DB + + - + -

SD - + - + +

S_Dbw + - - - -

Sil. + + - + +

Simp. Sil. + + - + +

CS + - - + -

VNND - - - + -

Score Func. + - - + -

MB + - - + -

CDbw + + + + +

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ðåçóëüòàòû ïðîâåðêè: âûâîäû

1 Íè îäèí èíäåêñ íå âûäàñò âàì ïðàâèëüíîé îöåíêè, åñëè âî

ìíîæåñòâå îòñóòñòâóåò ñòðóêòóðà êëàñòåðîâ

2 Íè îäèí èíäåêñ íå ñìîæåò êîððåêòíî îöåíèòü ñòðóêòóðó èç

îäíîãî êëàñòåðà.

3 Íå ñòîèò èñïîëüçîâàòü èíäåêñû, êîòîðûå ó÷èòûâàþò

òîëüêî êîìïàêòíîñòü, à îòäåëèìîñòü íå ó÷èòûâàþò.

4 Äëÿ ïîâûøåíèÿ ýôôåêòèâíîñòè â îöåíêå êà÷åñòâà è

ïîëó÷åíèÿ îáúåêòèâíîãî ðåçóëüòàòà ëó÷øå ïîëüçîâàòüñÿ íå

îäíèì êàêèì-òî èíäåêñîì, à èõ ñîâîêóïíîñòüþ.

5 Ëó÷øèå èíäåêñû â ïîðÿäêå óìåíüøåíèÿ òî÷íîñòè îöåíêè:

1) CDbw 2)èíäåêñû ñèëóýòà 3)Dunn è DB

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Ðåçóëüòàòû ïðîâåðêè: ðåêîìåíäàöèè

K-Means: íåò îñîáîé ðàçíèöû, êàêîé èç îïèñàííûõ èíäåêñîâ

áðàòü äëÿ îöåíêè êà÷åñòâà � îíè âñå ñïðàâÿòñÿ ñ çàäà÷åé.

DBScan: ëó÷øå èñïîëüçîâàòü èíäåêñû, ó÷èòûâàþùèå
ãåîìåòðè÷åñêóþ ñòðóêòóðó êëàñòåðîâ (CDbw) è èçìåðÿþùèå

êîìïàêòíîñòü è îòäåëèìîñòü â òåðìèíàõ ñðåäíèõ ðàññòîÿíèé

ìåæäó ýëåìåíòàìè êëàñòåðîâ (Silhouette).

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Çàêëþ÷åíèå

áèáëèîòåêà èíäåêñîâ

ñðàâíèòåëüíûé àíàëèç

ðåêîìåíäàöèè

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè



Future work

àëãîðèòìû äðóãèõ òèïîâ

ðàçíûå âèäû äàííûõ

ñåìàíòèêà

Åëåíà Ñèâîãîëîâêî Îöåíêà êà÷åñòâà ÷åòêîé êëàñòåðèçàöèè
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