KBaHTUTATUBHAA
ceMaHTUKa B

NPOEeKTUPOBAHUN CUCTEM
06paboTku 6onbLINX
TeKCTOBbIX AAHHbIX

cpena, 4 npexkabpa 19 .



KBAaHTUTATUBHAd CeMaHTUKa

« KBaHTUTATUBHAA CeMaHTUKa - 3TO
aKTyasibHOe HanpaBfieHne NpuKIaaHoOn
M KOMMNbIOTEPHOW NNHIBUCTUKWN ANS
aBTOMaTU3aLMUU CeEMAHTUYECKON
0b6paboTKM oyeHb bonbWNX 0OBLEMOB
HEeCTPYKTYPUPOBAHHbBIX AaHHbIX,
npeAcTaBfleHHbIX B TeKCTaxX Ha
PA3/INYHbIX €CTEeCTBEHHbIX A3bIKaX.

cpena, 4 npexkabpa 19 .



KBAaHTUTATUBHAd CeMaHTUKa

 TepMUH «KBAHTUTATUBHAA CEMAHTUKA»
B HAaWleM cay4yae ynotpebnsercs B
3HAYE€HUN KONIMYEeCTBeHHOro noaxoaa K
MccnenoBaHUIO CEMAHTUKN
eCTeCTBEHHOro A3blKa U
CeMaHTUYeCKOMY MO/AEeNMPOBAHNIO AN
NOCTPOEHUA MHPOPMALMOHHBLIX CUCTEM
Pa3/INYHbIX KNaCCOB.

cpena, 4 npexkabpa 19 .



CoaepxXaHue aoknajga

* Cnocobbl NOCTPOEHNA CEMAHTUYECKUX
npeacTaBleHUN HAa OCHOBE BEKTOPHbBIX

mopaenen (Vector Space Model - VSM),
MaTpUL,;

* COOTHOWEHNE HaCTOTHbIX

XapPaAKTEPUCTUK A3bIKOBbIX OOBEKTOB U
MX 3HAYEHWUN;

* «BblHEeCeHune 3Ha4YeHUnda»

cpena, 4 npexkabpa 19 .



KonnyecTBeHHbIe U
KayeCTBeHHble ONMncaHuns

* B oTiMume ot MeTOoA,0B NpeacTaBIEH S
CMbIC/1A B BUA,E KAYeCTBEHHbIX
OMMCAHUN NN1aHA coAepPKaHUS
A3bIKOBbIX OOBEKTOB, TPAAULLMOHHO
MCNONb3yeMbIX B CUCTEMAX
MCKYCCTBEHHOIro nHTennekrta (symbolic
methods), konimyecTtBeHHbIe MEeTOAbl
NO3BONAIOT onNpenensaTb U CONOCTABNAATD
3HAYeHMUSA CNIOB U A3bIKOBbIX CTPYKTYP
NoO «4UCIE€HHbIM obpa3am» nx
KOHTEKCTHbIX OKPYXEeHUMN.

cpena, 4 npexkabpa 19 .



CoaepxXaHue aoknajga

 OHTONOrMYecKas CeMaHTUKaA;
* ANCTPNOYTMBHAA CEMAHTUKA;
* CéEMAHTUKA CUMHTAKCUCA,;

* YAaCTOTHbIE C/IOBAPU, Pa3MeYEeHHbIe U
Hepa3MeyeHHble TeKCTOBblIe KOpNycCa;

* pelleHns Ha OCHOBe rMbpunaHoOro
MCMNOJIb30OBAHUSA TIOTUKO-
NIMHIBUCTUYECKUX N CTAaTUCTUYECKNX
noaxon0B.

cpena, 4 npexkabpa 19 .



BeKTOpHbIe MO4enu

* BekTOpHOEe (M1 INHEUHOoe)
NPOCTPAHCTBO — MaTeMaTnyeckKas
CTPYKTYpa, KOoTopasa npeacraBnseT
cobon Habop 31eMeHTOB, Ha3biBAEMbIX
BEKTOpPaMU, A1 KOTOPbIX onpeneneHsl
onepaunun CoXxeHua Apyr C 4pyrom u
YMHOXEHUA HA YNCN0 — CKanap.

cpena, 4 npexkabpa 19 .



Mopaenn nekCMyecKom ceMaHTUKWU

* NHdopmaumns o auctpmbyumm
JIMHIBUCTUYECKNX eANHUL, NpeacTaBaseTCH
B BUAE MHOropa3pAaaHblX BEKTOPOB,
KOTOpble 06pa3yloT CZIOBECHOE BEKTOPHOoe
NPOCTPAHCTBO. BeKTOpbl COOTBETCTBYIOT
JINHIBUCTUYECKUM eaunHunuam (CNoBaM UK
C/IOBOCOYETaHMAM), & U3MepPeHuns
COOTBETCTBYIOT KOHTeKCTaM. KoopAunHaTl
BEKTOPOB NpPeACTaBAAIT coOboun yncna,
NoKa3biBaKOLLME, CKONIbKO pa3 AaHHOe
C/10BO WJIN CIOBOCOYETaHUE BCTPETUNOChH B
OJAHHOM KOHTEKCTe.

cpena, 4 npexkabpa 19 .



OHTONOrMyeckas ceMaHTUKa

Te3aypyCbl U OHTONOINK

« CeMaHTU4Yeckue 6a3bl AaHHbIX
* Wordnet

* FrameNet

* Te3aypyc PyTes

* Framebank

cpena, 4 npexkabpa 19 .



AncTtpnbyTnBHas ceMaHTUKA

« ObnacTb IMHFBUCTUKU, KOTOpas 3aHMMaeTcs
BbIYNCNIEHNEM CTEMEHU CEMAHTUYECKOWN BIN30CTH
MeXAY TMHIBUCTUYECKUMN eANHNLLAMN Ha
OCHOBAHUM UX pacrnpeaeneHuns (ancTtpmnbyumm) B
6ONbLLINX MACCUBAX JIMHIBUCTUYECKNX AAHHbIX
(TEKCTOBbLIX KOpNycax).

Ka)Xa0My CNOBY MPUCBANBAETCSA CBON KOHTEKCTHbIN
BeKTOpP. MHOXeCTBO BEKTOPOB hopmupyeT
C/TOBECHOE BEKTOPHOE NPOCTPAHCTBO.

CeMaHTHyeckoe PaCCTOoOAHNE MeXAY NMNOHATNAMMN,
BbIPdXKX€HHbIMIN CZ1IOBAMW €CTECTBEHHOIO A3biKA4d,
OObIYHO BbIYMCNAETCA KaK KOCMHYCHO€E paCCTOAHNE
MeXAY BEKTOPAMU CJZIOBECHOIO NMPOCTpPaHCTBA.

cpena, 4 npexkabpa 19 .



ANcTpnbyTMBHBIM aHANN3

bbin npepnoxeH JI. baympungom B 20-x rr. XX Beka
N NPUMEHANCA, TNaBHbIM 06pa3oM, B GOHONOTNN U
Mopdosornnu.

3. Xappuc n gpyrvue npeacraButenn AecKpunTmBHoOM
NNHIBUCTUKMN Pa3BUBaANIN AAHHbBIN MeTO[ B CBOUX
pabotax B 30 — 50-x rr. XX Beka.

bnnskne naen BblABUrasn OCHOBOMNMOJTOXHUKN
CTPYKTYPHOWN NUHIBUCTUKMN ®. ne Coccrop u Jl.
BUtreHw TenH.

nes KOHTEKCTHbIX BEKTOPOB Oblna npeasioxeHa
ncunxonorom Y. Ocryaom B pamkax paboTt no
npeacrtaBleHnto 3Ha4yeH cnoB, KOHTEKCThI, B
KOTOPbIX BCTPeYanncChb CJI0BA, BbICTYNaan B KayecTse
N3MepeHN MHOropa3psaaHbIX BEKTOPOB.

cpena, 4 npexkabpa 19 .



[TpuMep CNoBeCHOro BEKTOPHOro
NPOCTPaAaHCTBA, ONUCbIBAlOLLErO
OANCTPUOYTUBHbBbIE XapaKTEPUCTUKM C/IOB tea U
coffee, B KOTOPOM KOHTEKCTOM BbICTYyMaeT

cocepgHee C/IOBO:

coffee

A — tea
¢ ¢ I |

Wy drink

—

0
1

0

N O =

w3 ... Wm
- = 1
2 3 0
0 . 3
1 .0

cpena, 4 nekabpa 19r.




PasMmep KOHTEeKCTHOIro OKHa
onpeaenseTca UuenaMmm nccaenoBaHus:

* YCTAHOBJIEHME CMHTAarMaTnyeckmx ceasem —1-2

C/I0BA;

* YCTAHOB/IeEHWEe NapaaurmaTmyeckmx ceaszem — 5-10
C/OB;

* YCTAHOB/IeEHUE TeMaThnyecknux cega3er — 50 cnoB u
bonblue.

« CeMaHTHYyeckas 6aM30CTb MeXAY NUHIBUCTUYECKUMMU
eIMHNLAMUN BbIMNCNIAETCH KaK PACCTOAHMNE MeXay
BEKTOpPAMMN.

cpena, 4 npexkabpa 19 .



CeMaHTMyeckasa 61mM30CTb Mexay
JINHIBUCTUYECKUMUN e ANHNLLAMN
BbIYNC/IAETCA KaK PACCTOAHUE MEXAY
BEKTOpPaMmn: KOCMHYCHAa Mepa

— Z,n 1 Xi Vi
|X||Y| \/Z lxz\/zf_ly

cpena, 4 nekabpa 19r.



ANcTpnbyTUBHLIN aHANKU3

* [locne npoBeaeHns ANCTpUOYTUBHONO aHaan3a
CTAHOBUTCA BO3MOXHbIM BbIIBUTb Hanbosnee 6an3kue
MO CMbIC/TY C/IOBA MO OTHOLWIEHUIO K N3y4aeMoMy

CJ/10BY.

« [pumMep Hanbonee 6AU3KUX CNOB K CZIOBY KOLIKA
(CMWUCOK NOJIy4eH HAa OCHOBAHUMN AAHHbIX Beb-
KOpryca pycckoro f3bika, obpaboTka kopnyca
BbinoNHeHa cuctemon Sketch Engine

cpena, 4 npexkabpa 19 .



Lemma

Score Freq

KOT
cobaka
nTmua
3BE€Pb
nec
MBOTHOE
BOJIK
MaIbuMK
AeBOYKa
mMeasenb
Kpbica
napeHb
Mama

KOopoBa
nana

Jiowladb
MbIUWb

0.3
0.288
0.219
0.215
0.214

0.21
0.199
0.198
0.197
0.196
0.186
0.174
0.172
0.168
0.164
0.164
0.164

9252
24102
13889

7270

4820
16108

6071
28828
27136

5286

4021
25625
42197

5466
22231
12582

4887

cpena, 4 npekabpa 19r.




[padnyeckoe npeacraBneHue

* B rpachnyeckom Buae cnoBa MOryT ObITb
npencTaBfeHbl KaK TOYKN Ha
MNJOCKOCTU, MPUN 3TOM TOYUKMU,
COOTBETCTBYOLWME BANKUM MO CMbICTY
C/I0BaM, PacnosioXeHbl 61n3Ko Apyr K

Lpyry.

cpena, 4 npexkabpa 19 .



[TfpMmep cnoBeCcHOro
NPOCTPAHCTBA, ONUCbIBAOLLEIO
npeaMeTHY 06/1acTb

cpena, 4 nekabpa 19r.



[IlporpaMmmMHbIe cpeacTBa C
OTKPbITbIM KOAOM

ONA UCcneaoBaHUM MO ANCTPUOYTUBHOM
ceMaHTUKE:

* S-Space

* Semantic Vectors
« Gensim

» word2vec
 WebVectors

cpena, 4 npexkabpa 19 .


https://github.com/fozziethebeat/S-Space/
https://github.com/fozziethebeat/S-Space/
https://code.google.com/p/semanticvectors/
https://code.google.com/p/semanticvectors/
https://code.google.com/p/semanticvectors/
https://code.google.com/p/semanticvectors/
http://radimrehurek.com/gensim
http://radimrehurek.com/gensim
https://code.google.com/p/word2vec
https://code.google.com/p/word2vec
https://github.com/akutuzov/webvectors
https://github.com/akutuzov/webvectors

[TpyuMeHeHune

* BblABJIEHNE CeMaHTNYeCKOWN BIN30CTU CJIOB N CZIOBOCOYETAHUMN;

« aBTOMaTMYyecKas Kjactepusaunsa CNOB MO CTEMEHN UX CEMAHTUYECKOM
6am3ocTu;

* ABTOMATWYecKasd reHepalms Te3aypycoB U ABYA3blYHbIX COBAPEMN;

* pa3pelleHne NeKCnYeckom Heo4HO3HAYHOCTU;

* pacluMpeHue 3anpoCcoB 3a CYET ACCOLLMATUBHbBIX CBA3EN;

* onpeaeneHne TeMaTUKN OOKYMEHTA;

* KJhlacTepu3auuna AOKYMEHTOB A1 MHMDOPMALMOHHOIO NMOUCKA,;

*  UN3BJIeYEeHUNe 3HAHUN U3 TeKCTOB,;

* MOCTPOEHME CEMAHTUYECKUX KAPT pa3NnNyHbIX NpeaMeTHbIX obnacten;
* MOJeNnnpoBaHue nepudpas;

* onpejaeneHne TOHaJIbHOCTU BbICKA3bIBAHUA;

* MO/Je/IMPOBAHMNE COYETAEMOCTHbIX OrPaHNYEHUN C/IOB

cpena, 4 npexkabpa 19 .



Moaenn auctpnbyTMBHON CEMAHTUKMU
PA3/INYAIOTCA MO C/IeAYIOLWNUM

* TUMN KOHTEKCTA: pa3Mep KOHTeKCTa, Npasblii UK
NeBbll KOHTEKCT, PaHXWPOBAHUE;

* KOJINYeCTBeHHAA OLUeHKAa 4YaCTOoThl BCTPe4YaeMoCTH
C/10Ba B J,AHHOM KOHTEKCTe: abCcosiloTHAaA 4acToTa,
TF-IDF, 3HTponua, coBMecTHaa UHdopmaumsa n np.;

* Mepa PaCCTOAHMA MeXAy BEeKTOpPaMU. KOCUHYC,
CKanApHOe npoun3eeneHne, pacCtoaHue
MWHKOBCKOIo 1 np.;

* METOJ, YMEHbLUeHUA Pa3MePHOCTU MATPULLbI:
c/lydanHasa npoeKumns, CUHIYNapHoOe pa3noxeHue,
C/lydyamHoe MHAEKCUPOBAHME U Np.

cpena, 4 npexkabpa 19 .



Hanbonee WMPOKO N3BECTHbI
cnepyrwwme ANCTpnbyTMBHO-
ceMaHTUYyeckne Moaenu:

* Mopgenb BEKTOPHbIX MPOCTPAHCTB
* JJaTeHTHO-CeéMaHTUYECKNN aHaNU3
* TemaTnyeckoe MmoaennpoBaHue

* [lpepckasaTenbHbie Moaenu

cpena, 4 npexkabpa 19 .



YMeHblleHne pa3MepHOCTH
BEKTOPHbIX MPOCTPAHCTB

* yaaJsieHue onpeaesneHHbIX U3MepeHunin
BEKTOPOB B COOTBETCTBUU C
NIMHIBUCTUYECKUMU NN
CTATUCTUYECKUMU KPUTEPUAMMU;

* CUHIYNAPHOE pa3/lioKeHune;
* MeTO/, rMaBHbIX KOMMOHeHT (PCA);
* CJIYYANHOE NHAOEKCUPOBAHME.

cpena, 4 npexkabpa 19 .



[Tlpobnema cIMWKOM BONbLIOW
Pa3MEepPHOCTN BEKTOPOB

* B peanbHbIX NPUIOXKeHUAX BO3HNKaeT npobnema
C/INWKOM 60/1bLION pa3MepHOCTN BEKTOPOB,
COOTBETCTBYIOLLEN OFPOMHOMY YMNCTY KOHTEKCTOB,
npeacTaB/ieHHbIX B TEKCTOBOM Kopnyce. Bo3HMKaeT
HeobXoAMMOCTb B MPUMEHEHUN CNelNasbHbIX
MEeTO/0B, KOTOPbIEe MO3BOJIAKT YMEHbLWUTD
PAa3MepPHOCTb N pa3pexXeHHOCTb BEKTOPHOIO
NPOCTPAHCTBA M NPU 3TOM COXPAHUTb KaK MOXHO
bonbuwe MHboOpMaALLMM N3 NCXOAHOIrO BEKTOPHOIO
npocTpaHcTBa. [Nonyyalowmecs B pesysbrate oKaTble
BEKTOPHbIE NMpeACTABNEHNS C/IOB B AHM10A3bIYHOW
TepMUHONOI NN HOCAT Ha3BaHne word embeddings.

cpena, 4 npexkabpa 19 .



[lpencka3aTesibHble MO4enun
ANCTPUOYTUBHOUN CEMAHTUKMN

* MaWwuHHOe obyyeHne, B YACTHOCTM UCKYCCTBEHHbIE
HEeMPOHHbIe ceTu. [pn obyyeHUn Taknx
npenckasaTtesbHbIX moaenen (aHrn. predictive
models) uenesbIM NpeacTaBNIeHUEM KaXA0ro C10Ba
TaKXe ABNAeTCA CXKATblM BEKTOP OTHOCUTENBHO
Hebonbworo pa3smepa (aHrn. embedding), Ans
KOTOPOro B X0/,e MHOXeCTBEHHbIX MPOXO0A0B MO
obyuarouemMy Kopnycy MakCMMmU3NpPyeTca CXOACTBO C
BEKTOpPAMUN COCeAeNn U MUHUMU3SNPYETCA CXOACTBO C
BEKTOPAMU CJIOB, €ro coceasMmn He ABNAOLLMXCA.

cpena, 4 npexkabpa 19 .



[TpeacKka3aTenbHble MOAeNU
ANCTPNOYTUBHON CEMAHTUKMN

* [lopobHble Npeacka3aTenbHble MOAENN

npeACcTaBAfAloT CEMaHTUKY eCTeCTBEHHOrO A3bIKa
bosiee TOYHO, YeM CYETHbIe MOAesInN, He
MCNosb3ylolme MaliMHHOe obyyeHue.

Hanbonee n3BecTHble npeacTaBuTeNn noaobHoro
noaxona — anroputmbl Continuous Bag-of-Words
(CBOW) n Continuous Skipgram, Bnepsble
peann3oBaHHble B yTuanTe word2vec,
npeactapneHHon B 2013 roay. Npumep npuMmeHeHUs
NOA0OHbIX MOAENeNn K pyCCKOMY A3blKYy NpeacTaBieH
Ha Beb-cepBuce RusVectores.

cpena, 4 npexkabpa 19 .



MNCKYyCCTBEHHbI® HEMPOHHbIE CETU

—
—

cpena, 4 npekabpa 19r.



KapeH Cnapk I)XOHC

 BHecna 3HayMTeNbHbIW BKAAA, B A,B€ OTAEJIbHbIE
obnactu: nHpopmaumnoHHbIN nonck(UlM) n obpaboTka
ecTecTBeHHOro a3bika (OEA). 3aHnmanacsh
MHTerpaLmen 3TMxX HarnpaBleHUU B OCHOBHbIe B1OK-
CXeMbl NCKYCCTBEHHOro nHrennekrta (MN). Eé
Hanbosiee BaXXHbIM BK1aJ,0M ABJIAETCA CO3AaHMNE
KOHL,ENUWUX YY€Ta BECOB C/1IOB 0OpaTHOM 4aCTOThI
nokymeHTa (IDF). IDF ncnonb3yercsa BO MHOIMMX
MONCKOBbLIX CUCTEMAX, KaK MpaBuio, B COCTaBe
cxembl TF-IDF.

cpena, 4 npexkabpa 19 .



Karen Spark Jones

cpena, 4 npekabpa 19r.




JINHrBNCTMYECKME 0OBEKTDI KaK
BEKTOPHbLIE MOAeNn

* Marco Baroni: https://www.aclweb.org/
anthology/P14-1023.pdf

* Roberto Zamparell,

* Nouns are vectors, adjectives are
matrices:

http://www.coli.uni-saarland.de/courses/
comsem-13/material/Min_Baroni.pdf

» PobepTo Hasunbu, Babelnet: https://
babelnet.org/

cpena, 4 npekabpa 19r.
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Nouns are vectors, adjectives are
matrices

Adjective interpreted as a linear mapping of the noun
vector

p=Bv

model-generated ANs should approximate corpus-
observed ANs estimate the values of the weight matrix
by solving linear regression problems

Experiments show that . .. ANs in the corpus generally
conform with our semantic intuitions and can be used
as a goal of approximation (15t study)

B&Z’s alm method provides the best approximation (2nd
study), followed by the additive model

under the functional view, adjectives can still be
meaningfully represented and compared even though
the adjectives do not have an independently collected
vector.

cpena, 4 npexkabpa 19 .



BeposTHOCTHasA HenmpoceTeBas
MOZ.eslb A3blKa

« Mopaenbs NPLM B npouecce npeackasaHna cioBa u NoO
npeawecTBYOWMM csioBaM vl:n obyyaeT MaTpuLy

BEKTOPHbIX NpeacTaBneHnn © pasMmepHoCcTn TXW.
[Mpencka3aHnsa OCyLLEeCTBAAIOTCA Mo dopmyne:

e plulvl:n) =softmax(b+Wx+Uth(d+ Hx)), rae

e Xx- 3TO BEKTOP pa3MepHOCTUnTX 1, cOCTaBNE€HHbIN U3
BEKTOPHbIX NPeACcTaB-/1€HUN KOHTEKCTOB Quvi,i= 1...n.

Bce ocTtanbHble BeKTOpa U MaTtpuubl b,W,U,d,H- 3TO
napamMeTpbl HEMPOHHOW CEeTMW.

cpena, 4 npexkabpa 19 .



[lpeobpa3zoBaHme softmax

* [Ipeobpa3oBaHue softmax nepeBoauT
NMPOWN3BOJIbHbIN BELLECTBEHHbIN BEKTOP B
HOPMUPOBAHHbIN HEOTPULLATEIbHBIN BEKTOP TOU XK€
pa3mepHocTn (Wx1):

softmax(z) =expzk->kexpzk.

« HepocTaTKOM MoAenun ABNgeTcs OrpoMHOEe YNCIIO
napamMeTpoB 1 Aonroe obyyeHue.

cpena, 4 npexkabpa 19 .



CeMaHTMUKA CMHTAKCUcCa

* [loHATME CUHTAKCeMbI
 KOMMYHMKATUBHAA rpaMmaTmka

« KaTeropumanbHble rpaMMaTUKN

« [lpeBonpucoeanHUTENbHbIE FTPAMMATUKN
* YHudbukauma; atpubyTtbl U 3HAYEHUS

* CFG; GPSG; RGPSG; HPSG; LFG

* [[paMMaTUKM 3aBUCUMOCTEMN

cpena, 4 npexkabpa 19 .



7/13bIKOBble pecypcChl

* IHTenneKkTyasbHbIU CTATUCTUYECKUNN
Bepbanamnsep

* YacTOTHbIE C/IOBAPU, U HEPA3MEYEHHbIE
TEeKCTOBbIE KOpnyca

* HKPA
* BNC

cpena, 4 npexkabpa 19 .



MoaennpoBaHune rpaMmaTnyeCcKux
npeobpa3zoBaHNN

* Hd OCHOBE€ BEKTOPHbLIX MPOCTPaAHCTB N TEH3OPOB.

 TeH30p (OT NaT. tensus, HaNPAXeHHbIN) — 0OBEKT
INHENHOWN anrebpsl, Npeobpas3yoWnNn 31eMEHTHI
OZLHOrO IMHEMHOro NMPOCTPAHCTBA B 3JIEMEHThI
Apyroro. Yacto TeH30p NpeacTaBaAfOT KaK
MHOIOMEPHYI0 TabnLy, 3aNOJIHEHHYIO YNCAMU -
KOMMOHeHTaMn TeH3opad X d X ... x d, roe d -
Pa3MepPHOCTb, HA4 KOTOPbIM 3a4aH TEH30p, A YMCNO

COMHOXWUTeNen copnagaeT C T. H. BaJIEHTHOCTbIO, WU
PaHroM TeH30pa.

cpena, 4 npexkabpa 19 .



MoaenunpoBaHue rpaMmmMmaTnyecKmnx
npeobpa3zoBaHNI

e BaHO, 4TO Takoe MpeAcTaBieHue (KpoMe CKaJIspoB, T. €.
TEH30pOB BaJICHTHOCTH HOJIb) BO3MOXKHO TOJIBKO IOCJI€ BEIOOpA
0asuca (MM CUCTEMbI KOOPJIMHAT): IPU CMEHE 0a3urca
KOMITOHEHTBI TEH30pa MCHSIIOTCS onpeAeaeHHbIM o0pa3zoM. Cam
TEH30p KaK «Ie€OMETpHYECKas CYIIHOCTh» OT BbIOOpa Oa3uca He
3aBHCHUT, KOMIIOHCHTHI BEKTOpa MEHSIOTCS IPU CMCHE
KOOPJMHATHBIX OCEH, HO caM BEKTOP — 00pa3oM KOTOPOTO
MOKET OBITh IIPOCTO HAPHCOBAHHAS CTPEIKa — OT 3TOr0 HE
U3MCHSCTCH.

cpena, 4 npexkabpa 19 .



TeH30p KaK CYL,HOCTb JII06boN cUcTeMbl

« TeH30p 06bIYHO 0O60O3HAYAT HEKOTOPOU BYKBOM C
COBOKYMHOCTbIO BEPXHUX (KOHTPBAPUAHTHbBIX) U
HMKHNX (KOBapMaHTHbIX) UHAEKCOB: . [Tpn cmeHe
ba3nca KoBapuaHTHble KOMMOHEHTbI MEHAIOTCA TAK
Xe, Kak 1 6ba3uc (c NnoMoLbi TOro Xe
npeobpa3oBaHuns), a KOHTPBAPUAHTHbIE - 0OpPaTHO
M3MeHeHuto ba3snca (obpaTHbIM NpeobpaszoBaHuEM).
TeH30p ABNA€TCA CYULHOCTbIO NH0OON CUCTEMDI
PeasIbHOro MMUPaA N COXPAHAETCA, HECMOTPA Ha
nponcxoasalme NU3MeHeHUs B 3TOU CUCTEMe
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John drinks strong beer quickly

drinks®subj®John®obj®(beer@adj®strong)®ad
v®quickly
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PeweHns Ha ocHOBe TrMBbpPUAHOTIO
noaxoaa

* /lcnonb30BaHMe NOrMKo-
NIMHIFBUCTUYECKUX N CTAaTUCTUYECKUNX
noaxonoB
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OCHOBHble MeTO/bl peLleHUS

 BepoATHOCTHBIN FrpaMMaTUYeCcKnn pa3bop: npasuio
bauneca.

* 3HaYeHWUA BEPOATHOCTEN AJI KAXKA0ro BO3MOXXHOIO
BapMaHTa rpaMmMaTnyeckoro pasbopa (T.e.
pa3BepTbIBAHUA HETEPMUHAIBHOIO Yy3/13)
BbIYMCNAOTCA HA OCHOBE YacCcTOT BCTpeYyaeMoCTu
TaKUX BapuaHTOB pa3bopa B CYLLECTBYIOLLNX
TEKCTOBbIX KOPMNYCaxX C CUHTAKCUYECKON PA3METKOM
(treebanks).

« 3HayeHUsa BepoATHOCTEN AJ18 BapuaHToOB pa3bopa
MOTrYT ObITb TaKXe MOosy4YeHbl U B BUAE
NIMHIBUCTUYECKUX IKCMEPTHLIX OLLEHOK.

cpena, 4 npexkabpa 19 .



MawmnHHoe obyyeHme

 OCHOBAHO Ha CTOXACTUYECKOU NCcneaoBaTeIbCKON
napaanrme. AMroputMbl obydyeHns MoryT ObiTb ABYX
TUMOB: HeyrnpaBnseMble U ynpaBseMble.

 HeynpaBnseMbln aNrOpuTM A0J1IXKEH BbIBECTU
MOAeNb, MPUroAHY0 AN 0606L.eHNs HOBbIX
OAHHbIX, KOTOpble eMy paHee He NpeabABASA/IUCH, U
3TOT BbIBO/, A,0/1X€H ObITb OCHOBAH TOJIbKO Ha
OAHHbIX.

* YnpaBnsieMbl airOPUTM obyyaeTcsd Ha MHOXeCTBe
NPaBUbHbIX OTBETOB Ha AaHHble N3 0byyvaloLLen
BbIOOPKMU.
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Cxema MHOroBapuaHTHOro aHrsmo-
PYCCKOro TpaHcdepa

* to form water :

» [Category: VerbInf] -> {to form water }

 OR {[Category:ParticipleAdv] [Bec 1]; /
*obpa3ysa soay/

» [Category: VerbFinit] [Bec 2]; /
*0bpa3yloT Boay/

« [Category: VerbNounlng] [Bec 3]; } /*C
obpa3oBaHmneM BOAbI/
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MalLuMHHBIN NepeBod HA OCHOBE
BEPOATHOCTHOIMO TpaHcdepa

* S3bIKOBble CTPYKTYpPbl NpeACTaBNE€Hbl B BUAE
nepapxmmn npaBmsa KOrHUTUBHOUN TpaHCHepHOU
rpaMMaTUKK, KOTopas ABNAETCA pa3HOBUAHOCTbIO
YHUPUKALNOHHO-MOPOXAAKLWEN FPAMMATUKMN.

* OTHOWeEeHMA 3aBUCMMOCTMN Peasn3yroTCca yepes
MeXaHWU3M FOJIOBHbIX BepPLUH Ppa30BbIX CTPYKTYP, a

camMu pa3oBble CTPYKTYPbl 334a10T JIMHEUHbIE
nocnenoBaTebHOCTU A3bIKOBbIX 0OBHEKTOB.

 BeposATHOCTHbIE OLLEHKN BO3MOXHbIX BapUaHTOB
pa3zbopa n nepepoga npeasioXXeHUn B BUJAE BECOB
BBOJATCA B NMpaBuiaa TpaHcdepa.
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