OTKPBITHIN O0JIAUHBIN CEPBUC
OpenStack u noagep:kka
NHCTPYMeHTapus Spark cpezcrBamu
Sahara

Anexkcuann Anekcanap, UCIT PAH




OcCHOBHBIE BOBMOKHOCTH 00JIaUHBIX CPE/]

BriziesieHrie BUPTyaJIbHBIX MAIIIMH C 3aJaHHBIMH
XapaKTEPUCTUKAMH I10 3aIIpOCy

ITocTpoeHue BUPTYaJIbHBIX CETEBBIX HHOPACTPYKTYP
BupTtyanuzaiusa 0JJ04HOr0 XpaHEeHU A

OOBbeKTHbIE XpaHUJIUIIA

BceTpoeHHbIE cCTEMBI OpPKeCTPaIluU PECYPCOB

Bce 3T0 MOXHO UCII0/Ib30BAaTh IIPU IIOMOIIU IIPOCTOIO
REST API



OcHOBHBIE OCOOEHHOCTHU

B yem nipenMmyiiiecTBa JJis NOJIb30BaTEJIEN:

e He Hy:XHO UMeTh COOCTBEHHBIH ITapK JKeJie3a; IJIaTa TOJIbKO 3a
HCII0JIb30BAaHHbIE PECYPCHI

B03MOXKHOCTB aJalITUPOBATHCA MO HATPY3KY

BupTtyanmuzanus Kak BEIYHCIUTEILHOU YaCcTH, TaK ceTell M XpaHeHUs
Huskuii mopor HeoOXOANMBIX 3HAHHUHU JIJIS UCIIOJIb30BAHMS

MO:KHO BBIOMPATh PECYPCHI IO/, 3a7a4y, a He UCII0JIb30BaTh “UTO €CTh

B yem nipenMyIiecTBa 4718 MPOBaii/iepoB 00JIaYHBIX YCITYT:

e Jlemessie B IJIaHE 3JIEKTPOSHEPTUHU
e MooxkHO mposiaBaTh OoJiee ciaoxkHbIe Belu (PaaS) 3a 6osbIle AeHeT, yeM
“ImpocTo XOCTUHT

Cawmble u3BecTHbIe u3 KoMMepueckux — Amazon EC2 u Microsoft Azure
Camble U3BeCTHBIX U3 OTKPHITHIX — Openstack u Eucalyptus



Amazon

CaMpbIU IIOJITHBIH
Ha0OPp pellleH:

Compute
ms , EC2

@ Virtual Servers in the Cloud

w EC2 Container Service

Run and Manage Docker Containers

f. Elastic Beanstalk
Run and Manage Web Apps

Lambda
Run Code in Response to Events

Storage & Content Delivery
83

Scalable Storage in the Cloud
CloudFront

Global Content Delivery Network

Elastic File System
Fully Managed File System for EC2

Glacier
Archive Storage in the Cloud

Import/Export Snowball

Large Scale Data Transport

Storage Gateway
Hybrid Storage Integration

20 %4 H

[w]
(=¥
]
o
]
7]
@

RDS

Managed Relaticnal Database Service

DynamoDB
Managed NoS0L Database

ElastiCache
In-Memory Cache

Redshift

Fast, Simple, Cost-Effective Data Warehousing

DMS

Managed Database Migration Service

=00

Networking
s VPC

W |solated Cloud Resources

. Direct Connect
Dedicated Network Connection to AWS

-
..i:;_ Route 53

Scalable DNS and Domain Name Registration

Developer Tools
CodeCommit
Store Code in Private Git Repositories

CodeDeploy

Automate Code Deployments

« CodePipeline
s Release Software using Continuous Delivery

Management Tools
CloudWatch

Monitor Resources and Applications

CloudFormation
Create and Manage Resources with Templates

:. CloudTrail

Track User Activity and APl Usage

= Config

Wy Track Resource inventory and Changes
[]

OpsWorks

Automate Operations with Chef

Service Catalog
Create and Use Standardized Products

Trusted Advisor
Optimize Performance and Security

Security & Identity

Identity & Access Management
Manage User Access and Encryption Keys

Directory Service
Host and Manage Active Directory

Inspector FR
Analyze Application Security

WAF

Filter Malicious Web Traffic

Certificate Manager

N & ¢» (B ~

Analytics
EMR

Managed Hadoop Framework

Data Pipeline

Orchestration for Data-Driven Workflows

1

Elasticsearch Service

Run and Scale Elasticsearch Clusters
Kinesis

- Work with Real-Time Streaming Data

S e

Machine Learning
Build Smart Applications Quickly and Easily

-
F

Provision, Manage, and Deploy SSUTLS Cerifficates

Internet of Things

AWS loT

Connect Devices to the Cloud

Game Development
& Gamelift

Deploy and Scale Session-based Multiplayer Games

Mobile Services

L=

dl
[ =
L

=
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Maobile Hub

Build, Test, and Monitor Mobile Apps
Cognito

User Identity and App Data Synchronization
Device Farm

Test Android, FireOS, and i0OS Apps on Real Devices
in the Cloud

Mobile Analytics

Collect, View and Export App Analytics

SNS

Push Notification Service

Application Services

AP| Gateway
Build, Deploy and Manage APls

. AppStream

Low Latency Application Streaming

CloudSearch

Managed Search Service

Elastic Transcoder
Easy-to-Use Scalable Media Transcoding

SES

Email Sending and Receiving Service

sQs

Message Queue Service

SWF
Workflow Service for Coordinating Application
Components

Enterprise Applications
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WorkSpaces
Desktops in the Cloud

WorkDocs

Secure Enterprise Storage and Sharing Service

WorkMail

Secure Email and Calendaring Service



Openstack, KOMIIOHEHTHI

Provides auth Monitor Provides Ul
\ | l Openstack cocrout u3 T.H. “IpoeKTOB”.
o B peasibHOCTHU 11X 60JIBIIIE, YEM HA OTOU
FCmages e petancsvia Assign[,m cxeMe, OCHOBHBIE U3 HUX:
to
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Provision . NOVa
Felcs imees s e e Horizon
Bpnts dalab:;se
Registers guest R Provides images Swift ] (] NeutI'OIl
images in .
| e C(Cinder
Proveion "Msﬁ okmesio ) Sanare e Glance
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— Neutron Pravidesr_[?et\?fork Backups [ J SWlﬂ
connection for databases in
Cinder [ ] Heat
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network for
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Orchestration




Openstack, mosHast apXuTeKTypa

- CLI clients(nova, cinder, neutron and so on)

Internet - Cloud management tools
- GUI tools

ceilometer-agent-

notification

ceilometer-
collector
=L

ceilometer
database

OpenStack
Identity Service

Horizon ceilometer-

agent-compute

Ironic

OpenStack
Dashboard

ceilometer-
agent-central

database

—-
Cinder
database

cinder-volume

ceilometer ceilometer-alarm-
A -api evaluator
. . !
' !
' ' Log or HTTP ceilometer-alarm-
OpenStack i ' OpenStack | OpenStack éubaﬂb7F44{: notifier j
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_______________________________________________________________
A
--------- i i B --':""' s’ 2 i e Sl e m-——— bt B === | B
! ]
Swift-proxy- ' nova-api nova-scheduler nova-console glance-api
server H ( ) ( ) sahara-all
, store
' e ———— |
' Glance
'
'
'
'
'

Queue <—>| nova-cert

glance-
registry

server

swift-account-
server
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wift-cantaineri
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conductor consoleauth P
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Compute

OpenStack
Image service

OpenStack
Data Processing

Volume
provider

cinder-
scheduler

trove-
conductor

OpenStack
Database Service

e a1 IR I e t__ Block Storage . T T(OTIPAH

Openstack Object

OpenStack
Storage

Networking

OpenStack



Keystone

[leHTpaIbHBIN CEPBUC ayTEHTUPUKAIINN U
aBTOPHU3AIIUU.

e OOciy:xuBaeT U 0JIb30BaTeJIel, U caMU
CEPBUCHI

e Palboraer Ha OCHOBE TOKEHOB

e B xauectBe O5KeHIa MOXKET UCIHOJIBL30BaTh
IPYTHE CEPBUCHI ayTEHTUDUKAINHT

e IJ10 00bIyHOEe WSGI-mpusiokeHue



Keystone

User API
— I—
—
el Keystone WSGl-server Web-server Admin API
LDAP Authorization ———
<identity> Service API
S — s e s e s i i e e s i i | [
S : Eventlet (keystone built-in) !
] Assignment e
<roles»> | 1 | 7TTToTTT-==- 1
sQL fe—co-o——— | 1 UWSGIbuilt-in |
| UWSGI :(é::::::::::::'
— 1
Catalog | | meeeaoood | Nginx !
—— [ |
fioo 14~ e, =
. T T T T T T T T T T T T |
Memcached Token Teiken : Apache2 + mod_wsgi !
persistence provider T
————
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The Keystone Identity Manager

1- Alice wants to launch an instance 3- Keystone provides Alice with a list of services

2-Alice requests all the tenants she h;s

a)

e

ermires the correct endpa

L1

The token is provided sfang the request

4- The service verifies Alice’s token

rwice usage 7 p E !

5- Keystone provides extra info along with the token

—

The servece validates the request against its own policy

Service . User/ API
_ G- The service executes the request 7- The service reports the status back to Alice /

D P Thip sereicn CTRARES 3 Mot HSLAT (e

1gs to the user Alice

O

5 (@1{PAH|



Keystone

Access & Security

Project
Compute
Overview
Instances
Volumes
Images
Access & Security
Network

Orchestration

Data Processing

Object Store

Admin

Identity

ecurity Groups

[/

Service
Compute
Network
Volumev2
Image
Metering
Cloudformation
Vaolume
Orchestration
Obiject Store
Data Processing
|Identity

Displaying 11 items

Key Pairs Floating IPs APl Access

Service Endpoint
httpe//cloud.ispras.ru:B774/v2/d4b175066deb46acB280fcfc149a4457
http://cloud.ispras.ru:9696

http://cloud.ispras.ru:B7 76/v2/d4b175966deb46acB280fcfc149a4457
httpe//cloud.ispras.ru:9292

http://cloud.ispras.ru:B777

httpe//cloud.ispras.ru:8000/v1
httpe//cloud.ispras.ru:B776/v1/d4b175066deb46acB280fcfc149a4457
http://cloud.ispras.ru:8004/v1/d4b175866deb46acB280fcfc149a4457
httpe//cloud.ispras.ru:B8080/v1/AUTH_d4b175966deb46ac280fcfc149a4457
http://cloud.ispras.ru:B386/v1.1/d4b175966deb46acB280fcfc149a4457

https://cloud.ispras.ru:5000/#v2.0

& Download OpenStack RC File

+ \iew Credentials



Keystone

Edit Project

Project Information *

neutron

glance

cinder

sahara

heat

ceilometer

ceph

linuxcontest

clouddamo

Project Members

Quota *

Project Members

admin

shaman

al

fomin

_member_

_member_

_member_

_member_

HCII



Keystone

Access & Security

Security Groups Key Pairs Floating IPs

Project

Compute

Overview

Instances

Violumes

Images

Access & Security

Network

Orchestration

Data Processing

Object Store

Admin

Identity

Key Pair Name

al

alexander

borisenko

linux_contest

Displaying 4 items

APl Access

Fingerprint

76:c2:ad:0a:1a:bd:3c:fb:f1:a8:bf:6d:5c:ef:f3:13

dd:88:7b:5b:9eieB:dd:4e:63:2a:95:be:46:38:c3:63

f:68:b8:02:2¢c:e4:d2:d9:0f:0e:03:43:34:7f:12:a4

04:ed:baed:43:82:1b:35:3d:5a:86:23:67:41:78:3c

Q

+ Create Key Pair

& Import Key Pair

Actions

:
;
g

:
§
g

:
§
:

!
§
g



CepBHucC IIpeioCTaBJIsAET BUPTYaJbHBIE

MAaIIIHBI.
YMmeeT paboTaTh C pa3HbIMU TUIIEPBU30PAMHU.
YmMmeet obcay:xkuBath Plain-cetu (6e3 Neutron).
OTBeyaer 3a BbljlejieHue (PU3UUECKUX
pecypcoB.



openstack-nova-
compute

libvirtd Driver

> Image
Service

Dashboard
Service

T

4—» Networking &

4+— Block Storage

F \

— RabbitMQ <

!

openstack-nova-

KVM Hypervisor

COMPUTE NODE

L5 novncproxy <

vy

v

openstack-

Identity
Service

nova-api

openstack-nova-
certification

openstack-nova-
scheduler i

openstack-nova-
conductor €7

openstack-nova-
consoleauth

CLOUD CONTROLLER NODE

Compute
Database

5 (@1{PAH|
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Launch Instance

Details * Access & Security Networking * Post-Creation Advanced Options

Availability Zone Specify the details for launching an instance.
Lt The chart below shows the resources used by this project
in relation to the project’s quotas.

Instance Name * 2
Flavor Details

Name func.testing

Flavor * @ VCPUs 2

fi -testi

Mo e Root Disk 3GB

Instance Count * @ Ephemeral Disk 3GB
. Total Disk 6GB

Instance Boot Source * @ RAM 256 MB

Select source
Project Limits

Number of Instances

Number of VCPUs

Total RAM

Cancel




Ovad

Launch Instance

Details * Access & Security Networking * Post-Creation Advanced Options

i b Control access to your instance via key pairs, security

al groups, and other mechanisms.

Security Groups @
default




\ o) %]

Launch Instance

Details * Access & Security Networking *

Selected networks
m test-net ﬂ_|

Available networks

. external_network
]

Post-Creation Advanced Options

Choose network from Available networks to Selected
networks by push button or drag and drop, you may
change NIC order by drag and drop as well.




Horizon

Beb-unTepdetic aast Openstack.

e BebO-npuitoxkenue Ha Django.

e Ilo3unmmoHupyerca Kak “PpeuMBOPK AJIs
rmocTpoeHusi BeO-uHTepdericoB k Openstack”

e Moy 1IbHBIH.

e llcnonp3yer HATUBHBIE OMOJIMOTEKHU 1A
Openstack za Python g1 xkommyHuKanum ¢

Openstack.



Neutron

CepBUC BUPTYaJIbHBIX CETEM.

IIpenocTaBiisgeT U30SAINI0 CIY>KEOHBIX U MyOTMUHBIX
ceteii BHyTpH Openstack (mpu momoinu Vlan, VXLAN,
GRE)

Caenurt 3a Security rpynnamu (1o cyTH - ¢paepBOJLI)
IIo3BOJIAE€T IIPOrPAaMMHO 33/1aBaTh CETEBYIO TOIMOJIOTHIO
BUPTYaJIbHBIX KJIaCTEPOB.

IIpenocraBiser nybanunble IP-agpeca BUpTyaabHBIM
MamuHaM (peann3oBaHo Kak floating IP)



Neutron

Project - Network Topology

Resize the canvas by scrolling up/down with your mouse/trackpad on the topology. Pan around the canvas by clicking and dragging the space behind the topology.

Compute

2 Toggle labels ii Toggle Metwork Collapse & Launch Instance + Create Network + Create Router
Network

Metwork Topology
Networks

Routers

Orchestration . e

Data Processing

Object Store

Admin

Identity 5 @



Neutron

Network .
Network Overview
Network Topology Name test-net
1D b70a639c-8467-4d9f-afb1-cf2c28fbas15
Networks  Project D d4b175966deb46ac8280fcfo149a4457
Status Active
Bivias Admin State up
Shared No
: External Network No
Orchestration MTU Unknown
Provider Network Network Type: vxlan
Data Processing Physical Network: -
Segmentation 1D: 1016
Object Store
Admin Subnets + Create Subnet
Identity
Name Network Address IP Version Gateway IP Actions
test-subnet 192.168.100.0/24 IPvd 182.168.100.1 Edit Subnet | =
Displaying 1 item
Ports
Name Fixed IPs Attached Device Status Admin State Actions
192.168.100.3 compute:nova Down up Edit Port
192.168.100.4 compute:nova Down up Edit Port




Cinder

CepBuc npezocTaBieHnsa 0JIOUHBIX YCTPOMCTB
BUPTYaJIbHBIM MAIIITHAM.

e YMeeT JieiaTh CHUMKH 00pa30B.
e OTtmaet Bce 1o 1SCSI.

e Iloanep:kuBaeT MHOKeCTBEHHbIE 03KEH/IbI
JIJISI XpPAHEHUS.



Cinder

O O

@+—

Users

- v

—5 d  openstaciccinder-api
<] penstack-cinder-api
B

Database

riln Message Broker <4—>» openstack-cinder-backup <—P Volume Backup

: Repository
> openstack-cinder-
scheduler
» openstack-cinder-volume <—p Volume Back Ends
UCH[ZY]




Cinder

n openstack = admin » & admin

Project -~ VO I U m es

Compute - Volumes Volume Snay
Overview Q | +CreateVolume | = Accept Transfer
Instances g
Name Description Size Status Type Attached To Availability Zone Bootable Encrypted Actions
Volumes
ubuntu-test - 10GB Available General purpose disks nova Yes No Edit Volume | =
Images

Displaying 1 item

Access & Security

Network
Orchestration
Data Processing

Object Store

Admin

Identity



Cinder

u openstack = admin * & admin v

Project » VO I U m eS

Compute lolumes Violume Snapshots
Overview Q
Instances . ) .
Name Description Size Status Volume Name Actions
Volumes
snapshot for test-inst-snap2 - 10GB Available ubuntu-test Create Volume |
Images
test-snap - 10GB Available ubuntu-test Create Volume =
Access & Security
yshot for test-snaps - 10GB Available ubuntu-test Create Volume | -
Network

Displaying 3 items
Orchestration

Data Processing

Object Store

Admin

Identity



Glance

CepBuc npegocTtapjieHnsa 6a3zoseix 0opazos OC.

e XpaHUT U OTAaeT 00pa3bl JJ1A TUIIEPBU30POB
B Nova.

e B ciryuae ncnosb3oBanus Docker B Nova
OTJIaeT 3apaHee IIOCTPOeHHbIe 00pa3kl (T.e
Docker-daiiibl He moAgep;KUBAIOTCS)



Glance

Identity Service 4> openstack-glance-api 4+——r Compute Service

Pt
l

P openstack-glance-reqgistry Object Service

Image
Database

5 (@1{PAH|



Glance

Project - Images

Compute ’ # Project (5) | @ Shared with Me (0) & Public (4) + Create Image
Overview Image Name Type Status Public Protected Format Size Actions
Instances ; i i
ubuntu-server-cloud/1.03.2016 Image Active Yes Yes Raw 247.6 MB Launch Instance -~
Volumes
win-server-2012 Image Active No No Qcowz 15.6 GB Launch Instance | =
Images
uburtu-try Image Active Yes Mo Qcowz 264.7 MB Launch Instance =
Access & Security
Network cdh5.4.0 Image Active Yes MNa Qcowz 3.1 GB Launch Instance -
Orchestration Cirros Image Active Yes No Qcowz 127 MB Launch Instance | ~

: Displaying 5 items
Data Processing Bisnig

Object Store

Admin

[P



O6pekTHOE XpaHuuile Openstack.

ITo3BoJisseT XpaHUTh MeTaZlaHHbIe AJ1A (PaiIoB
(xpaHsaTcsa Kak xattr).

[IpesiHa3zHaUY€eH /1 MCIIOJIb30BaHUS HA OOBIYHBIX
MaIIrHaXx.

IIpo3payHo maciirabupyercs.

[Toamep:xkuBaeT XxpaHeHNE PeIIHK.

Mo:zkeT ucmosb3oBaThes kak 3amMmeHa HDFS B Sahara



{1¥ |[«——

http(s)
i identity API . )
- :f;:a'c;e b Identity Service
/ nodes
Account
D ! bject
Lis Lt openstack-swift-account 4——» S,;que
API
Dashboard Service
openstack-swift-container €¢——p
object
openstack- storage
Container ea API
Database G swite-praxy Compute Service
openstack-swift-object
T object storage API
Image Service

*He yKa3aHbI:

openstack-swift-account-auditor
openstack-swift-container-auditor
openstack-swift-object-auditor
openstack-swift-account-replicator
openstack-swift-container-replicator
openstack-swift-object-replicator
openstack-swift-account-updater
openstack-swift-container-updater
openstack-swift-object-updater

5 (@1{PAH|



Swift

Containers

Project

Compute 4

=+ Create Container Q =+ Create Pseudo-folder & Upload Object
Network

Object Count: 1

: bash_histo 37.2 KB Download ~
Orchestration = containeri Size: 37.2 KB View Detalls | = L
Access: Private
Data Processing
Displaying 1 item Displaying 1 item

Object Store

Containers
Admin -
Identity 2



Heat

CepBuc opkectpanuu B Openstack.

e IIpunumaet B cebs 111a0JI0HBI KJIACTEPOB
BUPTYaJIbHBIX MaIriH (AWS u HOT).

e IIpemocraByser c10M COBMECTHUMOCTH C
MeTaIaHHBIMU Amazon (HEeIIoJIHbBIN).



Heat

Project g StaC kS

Compute

Nehiork Stack Name

Orchestration stress
Stacks Displaying 1 item

Resource Types

Data Processing

Object Store

Admin

Identity

Created

3 months

Q

+ Launch Stack

Updated

Never

Preview Stack

Status

Check Completa

Actions

Check Stack =



Heat

Project %

Compute

Network

Orchestration

Stacks

Resource Types

Data Processing

Object Store

Admin

Identity

Resource Types

Type

::AutoScaling::AutoScalingGroup

AWS::AutoScaling::LaunchConfi

utoScaling::S

O A ey
nonditon

AWS::CloudFormation:

::CloudFormation::V onditionHandle

AWS::EC2::EIP

Implementation
AWS compatible
AWS compatible
AWS compatible
AWS compatible
AWS compatible
AWS compatible
AWS compatible
AWS compatible
AWS compatible
AWS compatible
AWS compatible
AWS compatible
AWS compatible

AWS romnatible

Component
AutoScaling
AutoScaling
AutoScaling
CloudFormation
CloudFormation
CloudFormation
EC2

EC2

EC2

EC2Z

ECZ

EC2

EC2

EC2

Resource

AutoScalingGroup

LaunchConfiguration

ScalingPolicy
Stack

WaitCondition

WaitConditionHandle

EIP
ElPAssociation
Instance
InternetGateway
Networkinterface
RouteTable
SecurityGroup

Subnet



Sahara

CepBuc oopaborku Big Data B PaaS u IaaS xiioue.

e Ilo3BoJigeT co3maBaTh KJlacTePhl C HY>KHBIMU
NHCTpyMeHTaMu 00paboTku ganubix (Hadoop,
Spark, Hive, etc)

e I[lo3BoJidgeT 3anycKkaTh HA UCIIOJIHEHUE YKe
HallMCaHHbIE 33JaHUS - HE HY>KHO JyMaTh PO
NHQPACTPYKTYPY (3aKUHYJI-IIOCUUTA).

*MBI peain30BIN TOAAEPKKY Spark-3aanuii u ucnosp3oBanue Swift BMecro HDFS gia Spark



Sahara

L

—

Keystone

Horizon

Sahara
Dashboard

Sahara
Python Client

Data sources

[ internatHpFs | [ Manila

- S—

Sahara

EDP

[ Jobbinaries )

[ Job templates

Remote
interface

Data
access
layer

Secure

storage

access
layer

Provisioning

N N

TN

OpenStack compute

Hadoop VM Other VM

V. \, /
Hadoop VM Other VM

~ s ~
Hadoop VM Other VM

[ Nova J[ Glance

engine N
g /

v

[

SQOL cloud
database

==

Cinder ][ Neutron ]
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Sahara (mponuibiii rom)

e Jlopaboranu Cluster
Configuration Manager u @h
Vendors plugins gjis
BO3MOKHOCTH co37aBaTh Spark | = | /",

[ Hadoop ][ Hadoop ]
Vi WM
[ Hadoop ][ Hadoop
Wi Vi

KJIACTEPHI C BO3MOKHOCTBIO omims | ~
MCIOoIb30BaHUA Swift. . ——
o JlopaGoranu Job Manager ayia Lt J 2
BO3MOXKHOCTH 3aIlycka Spark _ P Sl
3alaHUM. N i ) J) [

|

HUCIIFY




Sahara B Horizon

3 openstack

Project A
Compute R
MNetwork "
Object Store w
Orchestration v
Data Processing ~
Guides

Clusters

Jobs

Cluster Templates

Node Group Templates

Job Templates

Job Binaries

= admin = & admin *

Data Processing Guides

Each of the Data Processing frameworks require a cluster of machines in order to do the work they are assigned. A cluster is formed
by creating a set of Node Group Templates, combining those into a Cluster Template and then launching a Cluster. You can do each
of those steps manually, or you can follow this guide to help take you through the steps of Cluster creation.

Cluster Creation Guide

In order to run a Data Processing job, you need to make the files for your program available to the Data Processing system, define
where the input and output need to go and create a Job Template that describes how to run your job. Each of those steps can be
done manually or you can follow this guide to help take you through the steps to run a job on an existing cluster.

Job Execution Guide



Sahara B Horizon

n Dpenstack ™= admin = & admin *

— . Guided Cluster Creation

1. The first step is to determine which type of cluster you want to run. You may have several choices available depending on the

Compute N configuration of your system. Click on "choose plugin” to bring up the list of data processing plugins. There you will be able to choose
the data processing plugin along with the version number. Choosing this up front will allow the rest of the cluster creation steps to
Network - focus only on options that are pertinent to your desired cluster type.
Object Store v b Bt
. Current choice: No plugin chosen
Orchestration w
Data Processing i3 2. Next, you need to define the different types of machines in your cluster. This is done by defining a Node Group Template for each type
of machine. A very common case is where you need to have one or more machines running a "master” set of processes while another
Guides set of machines need to be running the "worker" processes. Here, you will define the Node Group Template for your "master” node(s).
4+ Create a Master Node Group Template
Clusters
Current choice: No Master Node Group Template Created
Jobs
Cluster Templates 3. Repeat the Node Group Template creation process, but this time you are creating your "worker" Mode Group Template.

4 Create a Worker Node Group Template
Node Group Templates
Current choice: No Worker Node Group Template Created

Job Templates



Sahara B Horizon

Choose plugin and version

Plugin Name *
Select which plugin and version that you want

Cloudera Phgin to use to create your cluster.

Cloudera Plugin

5.4.0




Sahara B Horizon

3 openstack ™= admin ~ & admin -

Projoct . Guided Cluster Creation

1. The first step is to determine which type of cluster you want to run. You may have several choices available depending on the

Compute X configuration of your system. Click on "choose plugin" to bring up the list of data processing plugins. There you will be able to choose
the data processing plugin along with the version number. Choosing this up front will allow the rest of the cluster creation steps to
Network v focus only on options that are pertinent to your desired cluster type.
Object Store v Chaosa plugin
Current choice: Plugin: cdh Version: 5.4.0
Orchestration v
Data Processing 4 2. Next, you need to define the different types of machines in your cluster. This is done by defining a Node Group Template for each type
of machine. A very common case is where you need to have one or more machines running a "master” set of processes while another
Guides set of machines need to be running the "worker" processes. Here, you will define the Node Group Template for your "master” nodejs).
<+ Create a Master Node Group Template
Clusters
Current choice: No Master Node Group Template Created
Jobs
Cluster Templates 3. Repeat the Node Group Template creation process, but this time you are creating your "worker" Node Group Template.
<+ Create a Worker Node Group Template
Node Group Templates

Current choice: No Worker Node Group Template Created

Job Templates HCH m
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Create Node Group Template

Configure Node Group Template * Security CATALOGSERVER Parameters SENTRY Parameters

STATESTORE Parameters KMS Parameters MASTER Parameters FLUME Parameters

HUE Parameters JOBHISTORY Parameters HDFS_GATEWAY Parameters IMPALAD Parameters

REGIONSERVER Parameters DATANOCDE Parameters OO0ZIE Parameters

HIVEMETASTORE Parameters SQOOP Parameters RESOURCEMANAGER Parameters

SECONDARYNAMENODE Parameters MAMENCDE Parameters SOLR Parameters

JOURNALNODE Parameters

KS_INDEXER Parameters SPARK_ON_YARN Parameters

HIVESERVER Parameters ZOOKEEPER Parameters YARN_GATEWAY Parameters

NODEMANAGER Parameters WEBHCAT Parameters

Template Name *

| | This Node Group Template will be created for:
DPlhiiciin: ~Ab
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Template Name *

cloudera-spark54 This Node Group Template will be created for:
Plugin: cdh
Description Version: 5.4.0

The Node Group Template object specifies the
processes that will be launched on each instance.
Check one or more processes. When processes
are selected, you may set node scoped
configurations on corresponding tabs.

You must choose a flavor to determine the size
(WCPUs, memory and storage) of all launched
VMs.

OpenStack Flavor *

m1.large

Data Processing provides different storage
location options. You may choose Ephemeral
Drive or a Cinder Volume to be attached to

instances.

Availability Zone @

«

nova

Storage location * @

Ephemeral Drive

Floating IP Pool
ext-net
—| Proxy Gateway @

Processes * @

— IRATS ALl A FMATAI MADESLIErS
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CLOUDERA_MANAGER
YARN_JOBHISTORY
“IIMPALAD
[/HBASE_REGIONSERVER
_|HBASE_MASTER

OOZIE_SERVER
HDFS_DATANODE
_|SENTRY_SERVER
YARN_RESOURCEMANAGER
HDFS_SECONDARYNAMENODE
“|HIVE_METASTORE
HDFS_NAMENODE

_ | SOLR_SERVER
YARN_NODEMANAGER

"I KEY_VALUE_STORE_INDEXER
_|HDFS_JOURNALNODE

) SPARK_YARN_HISTORY_SERVER
_|HIVE_SERVER2

~ | SQO0OP_SERVER
[TIHIVE_WEBHCAT
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Network W
Object Store b
Orchestration v
Data Processing -~
Guides

Clusters

Jobs

Cluster Templates
Nede Group Templates
Job Templates

Job Binaries

Data Sources

Image Registry

CONTIQUranion of your sysiem. LIICK on "Cnocse pIugin’ 1o Drng Up tne IIST OF aata processing pIugins. | nere you will De abie 10 Cnoose
the data processing plugin along with the version number. Choosing this up front will allow the rest of the cluster creation steps to
focus only on options that are pertinent to your desired cluster type.

Choose plugin

Current choice: Plugin: cdh Version: 5.4.0

. Next, you need to define the different types of machines in your cluster. This is done by defining a Node Group Template for each type

of machine. A very common case is where you need to have one or more machines running a "master” set of processes while another
set of machines need to be running the "worker" processes. Here, you will define the Nede Group Template for your "master” node(s).

<+ Create a Master Node Group Template

Current choice: Master Node Group Template: cloudera-spark54

. Repeat the Node Group Template creation process, but this time you are creating your "worker" Node Group Template.

+ Create a Worker Node Group Template

Current choice: No Worker Node Group Template Created

. Now you need to set the layout of your cluster. By creating a Cluster Template, you will be choosing the number of instances of each

Mode Group Template that will appear in your cluster. Additionally, you will have a chance to set any cluster-specific configuration
items in the additional tabs on the create Cluster Template form.

<+ Create a Cluster Template

Current choice: No Cluster Template Created chm
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NODEMANAGER Parameters

WEBHCAT Parameters

Template Name *

This Node Group Template will be created for:
Plugin: cdh
Description Version: 5.4.0

cloudera-sparkb4slave

The Mode Group Template object specifies the
processes that will be launched on each instance.
Check one or more processes. When processes
are selected, you may set node scoped
configurations on corresponding tabs.

You must choose a flavor to determine the size
(VCPUs, memory and storage) of all launched
VMs.

OpenStack Flavor *

a“

m.large

Data Processing provides different storage
location options. You may choose Ephemeral
Drive or a Cinder Volume to be attached to

instances.

Availability Zone @

ik

nova

Storage location * @

Ephemeral Drive

Floating IP Pool

ext-net

_| Proxy Gateway @
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“1YARN_JOBHISTORY
_|IMPALAD
_|HBASE_REGIONSERVER
_IHBASE_MASTER
_|00ZIE_SERVER
HDFS_DATANODE
_ISENTRY_SERVER
_I'YARN_RESOURCEMANAGER
_|HDFS_SECONDARYNAMENODE
“|HIVE_METASTORE
_|HDFS_NAMENODE
~|SOLR_SERVER
YARN_NODEMANAGER
[IKEY_VALUE STORE_INDEXER
~|HDFS_JOURNALNODE
_ISPARK_YARN_HISTORY_SERVER
_|HIVE_SERVER2
_|SQ00P_SERVER
“IHIVE_WEBHCAT
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Ty

T

of machlne A very common case is where you need to haue one or more machines running a "master” set of processes while another

e

T S T TE T T

Guides set of machines need to be running the "worker" processes. Here, you will define the Node Group Template for your "master” node{s).
+ Create a Master Node Group Template
Clusters
Current choice: Master Node Group Template: cloudera-spark54
Jobs
Cluster Templates 3. Repeat the Node Group Template creation process, but this time you are creating your "worker' Node Group Template.
+ Create a Worker Node Group Template
Node Group Templates
Current choice: Worker Node Group Template: cloudera-spark54slave
Job Templates
ok Binzries 4. Now you need to set the layout of your cluster. By creating a Cluster Template, you will be choosing the number of instances of each

Mode Group Template that will appear in your cluster. Additionally, you will have a chance to set any cluster-specific configuration

Data Saurces iterns in the additional tabs on the create Cluster Template form.

+ Create a Cluster Template

Image Registry
Current choice: No Cluster Template Created

Plugins
Admin v 5. You are now ready to launch your cluster. When you click on the link below, you will need to give your cluster a name, choose the
Cluster Template to use and choose which image to use to build your instances. After you click on "Create”, your instances will begin
Identity v to spawn. Your cluster should be operational in a few minutes.

<+ Launch a Cluster

—
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Create Cluster Template

Details * Node Groups * General Parameters SENTRY Parameters KMS Parameters

FLUME Parameters HUE Parameters YARM Parameters OO0ZIE Parameters

SQOOP Parameters SOLR Parameters HBASE Parameters HDFS Parameters

ZOOKEEPER Parameters

KS_INDEXER Parameters SPARK_ON_YARN Parameters

HIVE Parameters IMPALA Parameters

Template Name *

cla4d This Cluster Template will be created for:
Plugin: cdh
Description Version: 5.4.0

The Cluster Template object should specify Node
Group Templates that will be used to build a
Cluster. You can add Node Groups using Node
Group Templates on a "Node Groups" tab.

You may set cluster scoped configurations on
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Create Cluster Template

Details * Node Groups * General Parameters SENTRY Parameters KMS Parametears

FLUME Parameters HUE Parameters YARM Parameters OQZIE Parameters

SQOOP Parameters SOLR Parameters HBASE Parameters HDFS Parameters

KS_INDEXER Parameters SPARK_ON_YARN Parameters ZOOKEEPER Parameters

HIVE Parameters IMPALA Parameters

Select a Node Group Template to add:

Select A

Group Name Template

cloudera-spark54 cloudera-sparkb4

cloudera-sparkSdslave cloudera-sparkb4slave
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o R e o T T R D L T e R

cf machlne A very common case is where you need to have one or more machlnes running a master set of processes whlle ancther

Guides set of machines need to be running the "worker" processas. Here, you will define the Node Group Template for your "master” node|s).
+ Create a Master Node Group Template
Clusters
Current choice: Master Node Group Template: cloudera-spark54
Jobs
Cluster Templates 3. Repeat the Node Group Template creation process, but this time you are creating your "worker" Node Group Template.

% Create a Worker Node Group Template
Node Group Templates
Current choice: Worker Node Group Template: cloudera-sparkb4slave

Job Templates

4. Now you need to set the layout of your cluster. By creating a Cluster Template, you will be choosing the number of instances of each
Mode Group Template that will appear in your cluster. Additionally, you will have a chance to set any cluster-specific configuration
iterns in the additional tabs on the create Cluster Template form.

Job Binaries

Data Sources
+ Create a Cluster Template

Image Registry
Current choice: Worker Node Group Template: clb4

Plugins
Admin % 5. You are now ready to launch your cluster. When you click on the link below, you will need to give your cluster a name, choose the
Cluster Template to use and choose which image to use to build your instances. After you click on "Create”, your instances will begin
Identity v to spawn. Your cluster should be operational in a few minutes.

+ Launch a Cluster

Reset Cluster Creation Guide
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Launch Cluster

Configure Cluster *

Cluster Name *

Cluster Template *

clS4

Base Image *

ubuntu_sahara_cloudera_

Keypair @
al_indigo

Neutron Management Network *

axt-nat

This Clustar will ba startad with:

o

Cluster can be launched wsing existing Cluster
Templates.

The Cluster object should spacify Open5
Image to boot instances for Cluster.

User has to choose a keypair to have access to
clusters instances.

C:E'rl:ai m
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| n DPEHSTaCk = admin = & admin «

| Project - C lUStE rS

. Compute b Name 3% Filter == Cluster Creation Guide | < Launch Cluster
Network ¥ . . "
Name Plugin Version Status Instances Count Actions
Object Store v ]
; democluster cdh 5.4.0 7] Spawning 0
| Orchestration v
Displaying 1 item
Data Processing A
Guides
Clusters
Jobs

Cluster Templates
Node Group Templates

Job Templates

Job Binaries HCH m
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u openstack = admin « & admin =

Project -~ J 0 b S

Compute Y Status * Filter | Job Guide
Network v .
ID Job Template Cluster Status Actions
Object Store ¥ )
7a%alad8-dded-4d3e-bc26-bcB0535bc581 spark-wordcount-template-swift  Not available = Succeeded Delete Job g
Orchestration v
Displaying 1 item
Data Processing ~
Guides
Clusters
Jobs

Cluster Templates
Node Group Templates

Job Templates

Job Binaries HCH m
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I3 openstack

Project A
Compute v
Metwork -
Object Store b
Orchestration b
Data Processing A
Guides

Clusters

Jobs

Cluster Templates

Node Group Templates

Job Templates

Job Binaries

B admin*

Guided Job Execution

1. First, select which type of job that you want to run. This choice will determine which other steps are required

+ Select type

Current type: No type chosen

Reset Job Execution Guide

& admin =
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hAarnna inkh fuima
Java
Streaming MapReduce
Hive
MapReduce
v Spark
Pig
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3 openstack

Project ~
Compute ¥
Metwork w
Object Store v
Orchestration W
Data Processing ~
Guides

Clusters

Jobs

Cluster Templates

Node Group Templates

Job Templates

= admin * & admin =

Guided Job Execution

1. First, select which type of job that you want to run. This choice will determine which other steps are required

+ Select type

Current type: Spark

2. Define your Job Template. This is where you choose the type of job that you want to run (Pig, Java Action, Spark, etc) and choose or
upload the files necessary to run it. The inputs and outputs will be defined later.

+ Create a job template
Job template: No job template created

3. Launch your job. When launching, you may need to choose your input and output data sources. This is where you would also add any
special configuration values, parameters, or arguments that you need to pass along to your job.

Launch job

Reset Job Execution Guide
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Create Job Template *

Name *

sparkwc Create a job template with a specified name.

Select the type of your job:

Job Type *
« Pig
Spark 5 + Hive
« Spark
Choose a main binary @ * MapReduce
« Jawva Action
sparkwec s+
Choose or create your main binary. Additional
e libraries can be added from the "Libs" tab.
Description

For Spark jobs, only a main is required, "libs" are
optional.

For MapReduce or Java Action jobs, "mains" are
not applicable. You are required to add one or
more "libs" for these jobs.

You may also enter an optional description for
your job template.
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I3 openstack = admin ~ S

Project . Guided Job Execution

1. First, select which type of job that you want to run. This choice will determine which other steps are required

Compute i
+ Select type
Network *
Current type: Spark
Object Store >
- 2. Define your Job Template. This is where you choose the type of job that you want to run (Pig, Java Action, Spark, etc) and choose or
Orchestration upload the files necessary to run it. The inputs and outputs will be defined later.
Data Processing z + Create a job template
Job template: sparkwc
Guides
Clusters 3. Launch your job. When launching, you may need to choose your input and output data sources. This is where you would also add any
special configuration values, parameters, or arguments that you need to pass along to your job.
Jobs

Launch job
Cluster Templates
Reset Job Execution Guide

Node Group Templates

Job Templates
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Launch Job

Job * Configure *

Cluster *

democluster

Launch the given job template on a cluster.
Choose the cluster to use for the job.
Choose the Input Data Source (n/a for Java jobs).

Choose the Output Data Source (n/a for Java
jobs).
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Caonfigura *
Main Class
com_cloudera.sparkwordeount. SparkWaordCourt

Java Opis

Configuration

Nama Value

fe.swift.service.sahara.username admin

fs.swift. service.sahara. password

adp.spark.adapt_for_swift

Add

Arguments

-contfinput
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n OpE'f'ISiaCk = admin = & admin *

Project A J 0 b S

Compute o Status 4 Filter Job Guide
Network v .
i) ID Job Template Cluster Status Actions
Object Store = | 7a%iadB-4ded-4d3e-bc26- spark-wordcount-ternplate- Mot s e
bc60535bch81 swift available
Orchestration v
§ dc9181f6-13b3-4047-8481- spark-wordcount-template-
Data Processing A c5d27d50c49a swift demockister | pUNNING S
Guides Displaying 2 items
Clusters
Jobs

Cluster Templates
MNode Group Templates

Job Templates
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I3 openstack

Project -
Compute =
MNetwork w
Object Store >
Orchestration v
Data Processing ~
Guides

Clusters

Jobs

Cluster Templates

Node Group Templates

Job Templates

= admin =

Jobs

ID

7aBaiadB-4ded-4d3e-bc26-bcB0535bch81

dc9191f6-13b3-4047-949f-c5d27d50c49a

Displaying 2 items

& admin =

Status = Filter Job Guide

Job Template Cluster Status Actions

spark-wordcount-ternplate-swift = Not available  Succeeded Delete Job By

spark-wordcount-template-swift  democluster Succeeded Delete Job [y

IZ{91iPAH]
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