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HepBHaFI cnctemMma go H€I7IpO6I/IO)'IOFI/II/I

Puc.: 17 ek, Pene [ekapt o HepBHol cucteme: «Pasgpaxerue cTynHu
nepefaércsi MO HepBaM B MO3r, B3aMMOAECTBYET TaM C LyXOM U TakuM
0bpasom MopoXKAAET oulyLieHne 6onm.
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HepBHaFI CNCteéMa B COBPEMEHHOM NMOHUMaAHWNN

» B 1906 rogy Bpa4 u ructosnor CaHtbsiro Pamon-n-Kaxans
coBMecTHO ¢ Bpadem Kamunno lonbgxu nonyqatot Hobenesckyto
npemuto 3a "3a paboTbl MO CTPYKTYpe HepBHOI cucTemsl"; nx
paboTbl 3aN10XKUAN OCHOBbI HEiPOHHO TEOPUN HEPBHOI CUCTEMbI U
COBPEMEHHOIA Helipobuonorun.

Stimulus —=

Neural
Receptors
—] net

Effectors

—» Response

Puc.: Bnok-cxema HepBHoil cuctemsl

1

INeural Networks and Learning Machines (3rd Edition), Simon O. Haykin
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Mogens MakKannoka-Muttca (1943 rog)
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> a(x)z@(zj'.’zlmg-x,-—w());

» 0(z)=[z>0] = {gfig - dyHKumMs XeBucainga;

> 3KBUBANIEHTHO JIMHERHOMY KnaccudukaTopy.

JaHHas mMofenb, C HE3HAYNTENBHBIMU U3MEHEHUAMM, aKTyasbHa U No
celi AoeHb.
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HelipoHHble aHcambnn

> ®usuosor u Heiponcuxonor JoHanbn Xebb paspaboran Teopuio
B33VIMOCBSI31 FOJIOBHOMO MO3ra U MbICJINTENbHbIX NPOLLECCOB B
khure "The Organization of Behavior"(1949).

> HelipoHHbIii aHCaMbib - COBOKYMHOCTb HEPOHOB, COCTABSIOLLNX
(PYHKLMOHAIbHYIO FPYMAY B BbICLUMX OTAEaxX MO3ra.

» HeiipoaHcambb - pacnpegeneHHblii cnocob kogmposaHus
nHcpopmauuu.

> HeiipoH cam no cebe reHepnpyeT No MUMO CUTHaNa ewWe 1 LWyM, HO
aHcaMbiib B CpefiHeM reHepupyeT YUCTbIA curHan (aHanoruu ¢
bagging).

6/90



Mpasuna Xebba (1949)

B ceoeii kHure JdoHanba Xebb onncan npouecc agantupoBaHus
HEpOHOB B MO3re B npouecce oby4yeHus, n cpopmynuposan bazosbie
MeXaHN3MbI Heﬁpol’lﬂaCTVI‘-lHOCTVI:

1. ecnn pBa HellpoHa NO pa3Hble CTOPOHbI OT CUHAMNCOB aKTUBUPYIOTCS
cuHxpoHHo, To "Bec"cuHanca cnerka BospacTaer;

2. ecnu ABa HelipoHa MO pasHble CTOPOHbI OT CMHAMNCOB aKTUBUPYOTCA
acunxpoHHo, To "Bec"cunanca cnerka ocnabesaet unu cuHanc
yaansetcs?.

OTu npaBusia SIerAn B OCHOBY 3apOXKAaloLLeiics Teopun HelipoceTeii,
CerogHs B Mbl MOXXEM YBUAETb 3TOT ME€TA-aJITOPUTM B OCHOBHbIX
MeToaax obyyeHUst HEMPOHHbLIX CeTeid.

23T0 pacllnpeHHOE NpaBnao, B opurnHane BTOpOﬁ YyacTu He bbi1o

7/90



OpHocnoiiHblii nepcentpoH Posenbnatra (1958 rog)

Heiipoduznonor @perk Po3eHbnaTT npeaioxun cxemy ycTpoicTea,
MOZENPYIOLLErO MPOLECC HEJIOBEHECKOTO BOCMPUSITUS, N HA3BaJl €ro
"nepcentpoHom". Mo mumo sToro:

>

nokasaf, 4TO MEPCENTPOH MOXET BbINOJHATL Da30Bble SOrMyeckmne
onepauuu;

paspaboTan anropuTm oby4deHus Takoli MOAENU - METOL KOpPeKLUN
owmnbkm;

[0Ka3aj CXOAMMOCTb anropuTMa (Teopema cxofuMocTu
nepcenTpoHa), HO TOJMLKO ANS INHENHO pa3fennMbIX K1accos;

peanu3oBan U3NYECKNA NPOTOTWN Takol Mogenu;

peanusoBan nepeblii B Mupe Helipokomnstotep "MARK-1".
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Heiipokomnstotep MARK-1 u ®@perk PozeHbnaTTt
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DNeMeHTapHbIA NepcenTpoH

R-anemeHT

S-anemeHTbl  A-3nemeHTbl

R —
BbixoaHon
curHan

MeToa Koppekuuy ownbKN
> Ji=0Ay;=1= Aw =n(n) - x(n)
> 9,=1Ay;=0= Aw = —n(n) - x(n)
» 7(n) - ckopocTb oby4eHus1, 3aBUCALAN OT UTepayum
> x(n) - BxogHoll 0bpas Ha uTepauyun n
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HepoctaTku anemenTapHoro nepcentpoHa, AND

By

df_and
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HenoctaTku anementapHoro nepcentpoHa, XOR

By
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df_xor
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Annmauus cxogmumocTtu ans onepauuii AND n XOR

» onepauust OR - 1layer-net-or.gif
» onepauust AND - 1llayer-net-andl.gif
» onepauus XOR - 1llayer-net-xor.gif 3

3http://theclevermachine.wordpress.com/2014/09/11/a-gentle-introduction-to-
artificial-neural-networks/
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IlokazaTenbcTBa HEIPAEKTUBHOCTN HEPOHHbBIX CETENR

» B 1969 rogy matematuk n uccnegosatens N Mapsun MuHckuii
NpoBes AeTaNbHblli MaTEMATUYECKUT aHANN3 NEepPCENnTPOHa 1
onybnukosan opManbHOe A0KA3aTENbCTBO OFPaHNYEHHOCTU STONA
Mogenu.

» "There is no reason to suppose that any of these virtues carry
over to the many-layered version. Nevertheless, we consider it to be
an important research problem to elucidate (or reject) our intuitive
judgement that the extension to multilayer systems is sterile. "

» OTCyTCTBME MPENMYLLECTB + OrpaHUHEHUst MOAENN B UTOTE
noybaBuin nHTEpec Hay4HOro coobLLecTBa K HEelipOHHLIM CETSIM,
TpeboBanoCh, HTO TO NPUHLNNNANLHO HOBOE

4MepcenTpoHbl, Mapeun Munckuii 8 coasTopctse ¢ Celimypom Maneptom, MIT

Press, 1969
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MNepuoa "3abserns"

Vlccne,u,osava UNCKYCCTBEHHbIX He|7|poceTeV| He cnewa npoaoJIXXakoTCA, HO
B peXnme noncka 4ero-to HOBOro:

> 1972: T. KoxoHeH pa3pabaTbiBaeT HOBbIW Tun HelipoceTei,
CNoCcobHbIX PYHKLUMOHMPOBATL B KAa4ECTBE NaMsATH;

» 1975-1980: K. ®dykycuma paspabaTbiBaeT KOFHUTPOH 1
HEOKOrHUTPOH, COBEPLUEHHO HOBbIA TUN MHOrOC/OlHOl CBEPTOYHO
CeTW, CO3LaHHOI MO aHaNOrMn CO CTPOEHNEM 3PUTENBHOW CUCTEMBI;

> 1982: [Ix. Xondung paspabaTbiBaeT HOBbIV TN HelipoceTun ¢
0bpaTHLIMUN CBA3SIMU, BbINOHAIOWEN PYHKLMM accoLMaTMBHOM
namsTu;

> 1986: dssug Pymenbxapt, Oxx. XunToH u PoHansg Bunbsamc
pa3pabaTbiBAOT BbIYUCANTENLHO IGPGEKTUBHBIN anropnTm
0Dy4eHNst MHOTOCNOHBIX HelipoceTeli - MeTog obpaTHOro
pacrnpocTpaHeHus owmnbkn (MMeHHO paboTa 3Tux aBTOPOB
BO3POXKAAET WHTEPEC K HEMPOHHBIM CETSIM B MUPE).
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TeopeMa yHUBepcanbHoli annpokcumaLmn®

Beenem cnenytoume obosHayeHus:

> &(x) - HEe TOXKAECTBEHHAs, OrPaHUYEHHasH 11 MOHOTOHHO
Bo3pacTatowas yHKLUs

> |, - N-MepHbIA eANHUYHBINA rnnepkyb
» C(I,) - MHOXeCTBO HenpepbIBHbIX hyHKLMA Ha I,
= Vf AVe > 03
meN
{Bitic1..m VB €R
{ait;_; ., VaieR
{Wij}j:1...n,i:1...m Vw; € R

/\EIF(Xla e 7Xn) = Zln;l ai¢ (Zf:l WU : XJ + ﬂl) :

> [F (X1, xn) = F (X1, , %) <€

vV v v v

5Neural Networks and Learning Machines (3rd Edition), Simon O. Haykin
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VHuBepCcanbHbIli annpoKCUmaTop

Iy
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,ﬂeMOHCTpaLI,I/IFI CXOoA4MMOCTHN H€I7Ip0C€TI/I C O4HNM CKPbITbIM
CJIOEM

onepauust XOR - 2layer-net-xor.gif
buHapHas knaccudpmkaums - 2layer-net-ring.gif
annpokcuMaums cpyHkumm sin - 2layer-net-regression-sine.gif

annpokcumaums yHkuumn abs - 2layer-net-regression-abs.gif®

Shttp://theclevermachine.wordpress.com/2014/09/11/a-gentle-introduction-to-
artificial-neural-networks/
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MHorocHoiiHaa HelipoHHast CeTb MPSIMOro PacnpoCTPaHEHUS

Input

/ \ Output
signal

signal

Input First Second Output
layer hidden hidden layer
layer layer

Puc.: ApxuTekTypa ceTn C ABYMS CKpPbITbIMU CNOSMU’

"Neural Networks and Learning Machines (3rd Edition), Simon O. Haykin
19/90



Otnnyne nepcentpoHa PymenbxapTa oT nepcentpoHa
PozeHbnatTa

» Henuneiinas dyHkums akTusauum;

> oauH 1 bonee cKpbITbIX cnoes (fo paboT XnHTOHA MO OrpaHNYeHHO
MalwmHe BonbumaHa, Ha NpakTUKe HE NCMONL30BaNM bonee ABYX
CKPbITbIX C/IOEB, @ Yalle BCEro OANH);

> CUrHasbl Ha BXOAE N Ha BbIXOAe He obsizaTenbHO 6VIH3prIe;
> NPON3BOJIbHAsAA apXUTEKTYpa CETU,

> owmnbka CeTU MHTEPNPETUPYET B CMbIC/IE HEKOTOPOI Mepbl, a He Kak
YWUCIIO HEeNpaBUIbHLIX 0OPa30B B pexumMe obyqeHus.
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MoaundurunposaHtas mogens HelipoHa MakKannoka-lutTca

Bias

Activation
function

Input _

Qutput
signals

e(*) >

¥ -

Summing
junction

Synaptic
weights

Puc.: Cxema NCKYCCTBEHHOIO Hel7||30Ha8

8Neural Networks and Learning Machines (3rd Edition), Simon O. Haykin
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CDyHKLU/IFI aKTnBaunn
3agada pyHKUMM aKTMBALMMN - OFPaHNYNTb aMAINTYAY BbIXOAHOMO
3Ha4YeHnA HelipoHa; Yalle BCero Ans 3TOro UCMOJb3yeTcs oAHa U3
curmonganbHbix (S-0bpasHbix) dyHKLWiA:

> noructunyeckas yHkums: f(z) = ﬁ,Va €eR
e
e¥X _ g—ax
> runepbosnnueckmii Tavrenc: f(z) = ——— VaeR
ea‘X + e—a'X

output

0 activation

Puc.: Jloructuyecknii curmong,
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Backprop, obosHaueruns #1
Nn_1

anl
5" =57+ 3w =3 wlx" ™)
i=1 i=0

i =0 (") (2)

HEeMPOH i HEWPOH j

BeC i-j

cnou n-1 caom n
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Backprop, obosHaueruns #2

ObyueHue c yuutenem:

> naH Habop faHHbIX
D={(xa,t1),(x2t2),..-, (Xp|s tip)) } ,xi € RMwevr ;€ RNovrevr

> HeobXOANMO MOCTPOUTL Takoe oTobpaxerue (HelipoceTb)
fauerwork © X = Y, KOTOpOE MUHUMN3NPYET HEKOTOPbI
cbyHkunoHan ownbku E : RNevreur s RNovrevr 5 R nanpumep

» EBknngoso pacctosiHue ans 3agayu perpeccum

> norapudm yHKUNN NPaBAONogobusi MHOrOMEPHOro pacnpegeneHust
BepHynan ans 3agaum knaccudpmkaumm cpean nepecekaroLnxcs
Knaccos

> KPOCC-3HTPONUs ANA 3aja4n Knaccudprkaymm cpegm
HenepeceKkatoLLUXcs KNaccos
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[pagmeHTHbI cnyck, #1

Anroputm backprop - 3To MogudunKaLums KNaccmyeckoro rpagmeHTHOro
cnycka. [TapameTpamn mMogenu SIBASIIOTCS TOJILKO BECa BCEX HelipOHOB

ceTn.
OE (y(M, 1)
T, ®

i

(n) _
5 = - 3)

> 1) - ckopocTb obyuerusi (cnycka, learning rate)
» (") - BekTOp BLIXOLOB HelipoceTu (BbIXOALI NOCAEAHErO COS )

> - ouaemble BbIXOAbLI HEMPOCETU ANA TEKyLIEro npumepa
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[pasmeHTHbIA cnyck, #2

oE  oE 0z

> =
(m) (M 5,,(n
ow;; 0z;" Ow;;
(n) (n)  (n—1)
S 0z :Z’aw,.j X; _ ()
owy" T ow" ’
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[ pafMeHTHBIA CNYCK, BbIXOLHON CNOVA

8E = .(n_l) 8E = _(n_l) aE 8'yJ(")
ow'" 92" 8}/1-(") 821-(")

ij J

(5)

1 1

Takum obpazom npu ycnosumn audbepeHLmpyemMocTy Lenesoii pyHKuumn

n d)yHKU,VIVI AKTNBaUnW, BblHUCNEHNE TPagNEHTa noboro n3 eecos
BbIXOAHOIo CNosA CTaHOBUTCA JIErKO peu.laeM0|7| 3ap,aqe|7|.
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[ paAneHTHbIA cnyck, Atoboii CKpbITbIA CoiA

(n—

1

n— n E 6',1
DY P %

1) Z 8E aZI((nJrl)

p (92,((”+1) azj(n)

1)2 OF 8z,£"+l) ay/
8z(n+l) 6Xf Zf

p 82,(<n+1) 321"
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[lapanuy cetn, akCcnepuMeHT

input = 841

layer -5

layer -4

layer -3

layer -2

layer -1

output

neurons 100 100 100 100 100 26
Er 3
5 &)
output layer layer -1 layer 2
max = 0.0145393437681285 3 max = 0.000799120489930509 max = 0.000110590614060834
e 1 min = 2.4855625542003%e-05 s T min = 6.7052005003805¢-06 i =41 min = 1.19353695650083e-06
\ 5 1 \ 7 \
¥ g |
R S SRS
k \“ 1 \'m‘
g —— 8 | — 8 | —
o T T T T F r T T T T Y T T T T T
20 40 80 100 L] 20 e & 80 100 o F- ] 40 80 80 100
8
3 5] i ‘
- 8 layer -4 layer -5
o max = 2.22457825593502¢-08 E max = 6.19447709416761e-08

layer -3
max = 1,.563100751827016-05
\ min = 148845824832337¢-07

i

min = 2.12931483193185¢ 08

min = 1 3053569747855%-09

5

\ 8] | ] \

\ &7
g | | a 8
i1\ %
i\ I\ 21\

~ . 1 ™~
] — g ~—— g ~—
- N — S B ————L - S —
o 2 40 80 100 (] 2 40 60 80 100 [ 20 40 60 & 100
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Backprop, npsimoii npoxog

(n) _ _(n) No—1(n) (n)
>y =0 (Xide WX
> BbIXOAHbIE 3HAYEHUS KAXKAOrO HelpoHa
NeXaT B CTPOro 3aJaHHbIX Npegenax

Mpsimoii npoxog B HelipoceTu®

https://class.coursera.org/neuralnets-2012-001 /lecture
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Backprop, obpaTHbiii npoxoa, #1

Bcnomuum dpopmyny rpagueHTa gisi CKpbITbIX CAOEB:

0E (n— 1)2 (n+1) OE Oy}

ow" oz 2]

(n) _ .
BeinonHue 3ameny 46,7 = nofy4ymMm cregytoluee:

OE

55) (n 1) 3)’1 Z (n+1) 5(,1) ZC 6")
ow:"

)

> B UTOre NOJy4UNach AnHeiHas PyHKLUsS OT 5,(:7)

> (5,((") - NoKanbHbIl rpagueHT/ownbka HelipoHa (oHa kak pas u
PacnpocTpaHseTcsi obpaTHo)
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Backprop, obpaTHbiii npoxoa, #2

T
=

B

7

i
7

57

[

\e .

Puc.: Cxema npsimoro (HenuHeiiHoro
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Backprop, 3atyxanue rpaguenta, #1

0.25F

020

015F

010

005F 4

PaccmoTpum B kadecTBe dhyHKUMM akTUBaLMmM hYHKLMIO JTIOTMCTUYECKOrO
curmounaa:

1
y(z) = 1tez
i ORTe)

MocTpoum rpachuk 3Ha4eHNA NPON3BOAHOIN:

0.2 0.4 0.6 0.8 10

/ \\ > MaKCUMYM paBeH oyax = 0.25 = %
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Backprop, 3atyxaHue rpaguenta, #2
PaccmoTpum npoctyto cetb:

w1 . w2 . w3 . wé . wa .

Bbiuncaum rpaguenTsl Becos ans E(y, t) = %Zj(yj —t)%

8%:5 = yalys — t)ys(1 — ys) < ya(ys — t)%

0E 1
o yaws(ys — t)ya(l — ya)ys(1 — ys5) < yaws(ys — t)@
OE < 1

o yawsws(ys — t)g

OE <

o = yiwswaws(ys — t)ﬂ

887‘51 < xwowswaws(ys — t)E
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Backprop, napanuny cetu, BbiBOAbI

> 3Ha4YeHue rpagueHTa 3aTyXaeT 3KCMOHEHUMabHO B NpuHunne =
CXOANMOCTb 3aMeEJNAETCA

> Npy MasblX 3HAYEHUSIX BECOB 3TOT 3pheKT ycunneaeTcs

> npwu BoNbLINX 3HaYEHUSA BECOB 3HadeHune rpagneHTa MOXET
SKCMNOHEHLNAaNbHO BO3pacCTaTb = aJICOPUTM PacxoanTcCs

> He rny60K|/|e CETN HE CNJIbHO CTPaAatoT OT 3TOro
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[Npobnema mapanuya cetun, BM3yanm3auus

(a) NexopHoe n3obpaxerne (b) O6pas B nepsom ckpbITOM crioe

Puc.: Opurunan n ero obpas B NepPEOM CKPbITOM CJI0€ HEipOHHON CeTu npu
KONNYeCcTBE HelipOHOB HEM PaBHOM Pa3MepHOCTM BXOAHOro obpasa npu
uHuymanusauun secos wi ~ N (0,0.01)
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Oby4eHue be3 yuutens

When we're learning to see, nobody's telling us what the right answers
are — we just look. Every so often, your mother says ‘that’s a dog’, but
that’s very little information. You'd be lucky if you got a few bits of
information — even one bit per second — that way. The brain’s visual
system has 10 neural connections. And you only live for 10° seconds.
So it's no use learning one bit per second. You need more like 10° bits
per second. And there’s only one place you can get that much
information: from the input itself*°

10Geoffrey Hinton, 1996 (quoted in (Gorder 2006))
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Cratuctnyeckas mexaHuka, #1

MpeacTaBuM HEKOTOPYIO (OU3UHECKYIO CUCTEMY C MHOXXECTBOM CTemneHel
cBObOLbI, KOTOPasi MOXET HAXOAWUTCS B O4HOM M3 MHOXECTBA COCTOsIHUI
C HEKOTOPOI BEPOSITHOCTBIO, @ KaXKAOMY TaKOMY COCTOSIHWMIO COCTOSIHUIO
COOTBETCTBYET HEKOTOPas 3HEPrus BCel CUCTEMbI:

> p;i > 0 - BEPOATHOCTb COCTOAHUS |

> >ipi=1

> FE; - sHeprus cncTembl B COCTOSIHUM |
Torga BepOATHOCTb COCTOsIHMS | ByneT onnCbIBaTLCS pacnpesesieHnem
Bonbumana-I'nbbca, npu ycnoenn TepmMoanHaMmnH4eckoro paBHOBECHS
MeXJy CUCTEMOI 1 OKpYy>KatoLel cpefoii:

1 E;
pi = ? exp (_kBT> (6)

> T - abcontoTHas Temnepatypa (K)

roe

> kg - koHcTaHTa bonbumana (Ox/K)

> Z=>3 .exp (f kf’T) - HOpManu3upytoLwas KoHcTaHTa (partition

function, cratcymma)
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CraTucTrnyeckas mexaHuka, #2

[lBa Ba)KHbIX BbIBOAA:
1. COCTOSIHUSI C HU3KOIA 3Hepruein nMetroT bosiblle WaHCOB BO3HUKHYTb
YeM COCTOSIHUA C BbICOKOW 3Hepruei;
2. NPV NOHMXXEHUMN TEMMNEPATYPbI, HYallie BCEro byayT BO3HMKATb
COCTOSIHMA 13 HEDOMBLIOrO NOAMHOMXECTBA COCTOSIHWI C HU3KOWA
3Hepruen.
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Helipocets Xondwunga

!

Y
pu

]

2
T
i~

» obpaTHas cBsi3b
> noporosasi (byHKLMS aKTUBaL MK

Takasi ceTb (pekyppeHTHasi HelipoHHas
CeTb) MOXET HaxOAUTCS Kak B CTabusibHOM
COCTOSIHUW, OCLMINPOBAThb, WU JaXke
NPOSIBASATb NPU3HAKU JETEPMUHUPOBAHHOMO
xaoca.

Xondousg nokasan, 47O Npu CUMMETPUYHOIA
MaTpuLie BECOB, CYLLECTBYeT TaKas
hyHKLMS SHEprumn BUHapHbIX COCTOSIHMT
CUCTEMbI, YTO MPU CUMYAALUNA CUCTEMA
SBOJIIOLMOHNPYET B OfHO U3
HU3KO-9HEPTeTUYHECKUX COCTOSIHUIA.
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Helipocets Xondmnga, sHeprus cuctemsbl, #1

E:—ZS,‘b;*ZS,‘SjW[j (7)

i<j

> S; - COCTOsIHME HelipoHa |
> b; - CMeLLeHNe HelipoHa |
> Wjj - BEC MeXay HelipoHOM i u j

\‘ update
oy \
© . _greiirémyum
attractor

states

basin of attraction

Puc.: NoeepxHocTb onucbiBaemas sHeprueli cetn Xondunga
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Heiipocets Xondwmnga, aHeprusi cuctembl, #2

Puc.: nOBerHOCTb onuncblBaemMas 3Heprmeﬁ ceTn Xoncbmnp,a, ABa cTabunbHbIX

COCTOsAHNA 1

I Neural Networks and Learning Machines (3rd Edition), Simon O. Haykin
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Helipocets Xondwunga, kak accoumaTtuBHas naMsiTb

NG N

> a - HeT 0bpasoB B NamATH
» b - nBa obpasa paneko gpyr ot apyra
> c - aBa obpa3a HakNaAblBalOTCA APYr Ha Apyra

Bmectumocts 0.15 - N Ha N HeiipoHos.
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Mawwuna Bonbumana - cToxacTnyecknii reHepaTUBHbINA
BapuaHT cetn Xondunaa

> 3Heprust He usmenunace: £ = —3 7 sibi — > . sisjwj;
> CAMMETPUYHasi MaTpuLa BECOB Wjj = Wj;, HO HET OBpaTHbIX CBSI3eil:
wii =0

> NOSABUNNCH CKPbITblE COCTOAHUSA (CVICTeMa NWET TaKyto
KOHUIypaLMIO CKPbITbIX COCTOAHNIA KOTOpas AyHlwnM obpasom
ONWNCbIBAET BUANMbIE COCTOﬂHVlﬂ)

> Vi:s € {0,1}

> CTOXaCTUYeCKuii HelpoH 44 /90



CroxacTnyeckuii HelipoH

AN
/

y~ P(ylo(z)) — ¥
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Ol'paHVI‘-IeHHaFI MallWHa BOJ'IbLl,MaHa

> ybupaem TemnepaTypy
> BBOLUM OrpaHMyeHue Ha TOMONOrnio

> eule ax B 1986 roa, rapmonuym lMona CmoneHcku

Hidden units

Visible units
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Buast RBM

B 3aBMCMMOCTM OT anpupHOro pacnpefenieHnst acCoLMmpoBaHHOMo C
BUAVUMbIM U CKPbITbIM CNOSIMU, pa3nnyatoT Heckonbko sugos RBM:

» Bernoulli-Bernoulli (binary-binary)
» Gaussian-Bernoulli

» Gaussian-Gaussian

» Poisson-Bernoulli

> unT.no

Bunaptsie (Bernoulli-Bernoulli, binary-binary) RBM urpatot BaxxHyto
posib B rnybokoM obydeHumn, no aHanoruy C BLIBOAOM anropuTMa
obyuerus gnst buHapHoll orpaHuyeHHoll MawmHbl BonbumaHa, MOXHO
BbIBECTW aHaJIOrMYHblE NPABUIA A4St OCTasbHbIX TUNOB MOZENEN.
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RBM, obo3Ha4veHuns

» D= {X},_; - MHOXECTBO [aHHbIX;

> V, h - 3Ha4eHUss BUAUMBIX U CKPbITbIX HEPOHOE;

> 3, b, W - cMmeLLueHnsi BUGUMBIX U CKPbITBIX HEAPOHOB, 1 MaTpuULa
BECOB;

> N, M - KOANYECTBO BUANUMBIX U CKPbITbIX HEPOHOB;
. n m n m
> E(V,h) == aivi— 3 iy bihj — >0 >y wyvihj =

a
> p(V,h) = Le E("h
b 7= M B
. Mo 7 M _E(7E®
> P(V):Et P(Vvh(t)):%Zt e~ E(RT)

Lanee 3Hauku BekTOpa X byAYyT onyckaTbCs A4/151 MPOCTOTHI.
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RBM, cdyHKUUS aKTMBaLWMN 11 HE3ABUCUMOCTb
PaCCMOTpVIM TOJIbKO ONsA CKPbITOro Cios:

e B

e B 4 e-B
1

14 ebi—bo
1
1+ e—bik—227 viwik

= o0 (bk + z”: V,'W,'k>
i=1

P(h=1|v) =

m

P(hlv) = TP(mlv)

P(vih)

Il
=T
o
s
=
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RBM, uenesas pyHkuUus

n m n m
i=1 j=1 i=1 j=1
1 M PO}
P(V) = 3 > e EEHY (9)
t

> MaKCMMWU3MPOBATb BEPOATHOCTb AAHHbBIX NPU 3aJaHHON
reHepaTUBHOWM Moadenu
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RBM, auddeperunposatmne P(v), #1

E(\7, H) = - Z ajvi — Z bjhj - Z Z WijVihj
i=1 j=1 i=1 j=1
—E(v,h)
Wij Wij
—E(v,h
% - = Ba( D et
i i
E h —E(v,h
% — ge Fh hyeE(h)
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RBM, auddeperunposatune P(v), #2

0z A (r) .(t) () pe)
_ 1) (D) g= EW,HO)

owy Zzt:‘/i e

N M
0z (1) \—E(),h0)
83,’ - Xr:zt:v’ )

N M
D B I
obj 2
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RBM, auddeperunposatune P(v), #3

ap (vi0) 1 ) () — 40
_ 3 —E(,h0)
owjj 72 z Vi h’ €

t

M N M
(o) (S pese))
t r t

dln P (v 1 oP(v)

8W,'j o P (V(k)) aW,j
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RBM, anddeperumposarne P(v), #4

M
olnp (V1) S VEREP (h ( (k) ) ZZ vOp ( v(k)>
8W,'j : ! J
= M [Vi(k)hj] DATA -M [vihj]MODEL
8InP(v(")) (k)
T = Vi = M [V/]MODEL
dIn P (v
T = M [hf]DATA -M [hj]MODEL
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RBM, npaguna obHoBeHUs

AWij = 7N (M [Vi(k)hj} - -M [Vl'hj]MODEL)
Aai = 7 (ka)"Aﬂ[VdMODEL)
Abj = 7 (M [hj]DATA -M [hj]MODEL)
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Anroputm Contrastive Divergence

> Lleﬂb: C06paTb AOCTATOYHYIKO CTAaTUCTUKY ONSA OUEHKN M[ e ]DATA n
M[ o ]MODEL

eoene egve eoe

0 0
<vh;> ce o Vil

o ® o® 0@

t=0 t=1 t=2 t = infinity

a fantasy

Puc.: Mpouecc cbopa goctaTouHol ctatucTukn’?

©
> Awy =1 (M VO - m [v,-hj](‘”))

> M- .](0) - nosuTuBHas hasa
> M- -](°°) - HeraTueHas dasa

2https://class.coursera.org/neuralnets-2012-001/lecture
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CemnauposaHue no ['mbbcy

CemnnnpoBatue no 'mbbcy He TpebyeTcsi SIBHO BbIpa)keHHOE COBMECTHOE
pacrnipefeneHne, a Hy>Hbl JINLLb YCNOBHbIE BEPOSATHOCTU A5 KaXKAOM
nepemeHHol, BXOAsILLel B pacnpefeneHne. AnropnTM Ha KaxxAoM Luare
bepeT oaHy cay4vaiiHyto BEIMYUHY 1 BIDMPAET ee 3HaYeHne npu yCiaoBun
prKcnpoBaHHbIX OCTaNbHbIX. MOXHO NoKasaTb, 4To
nocnef0BaTENbLHOCTb MOJYHAEMbIX 3HA4EHN 0Opa3yoT BO3BPaATHYIO
uenb MapkoBa, ycToli4unBoe pacnpefefieHne KOTOpPoli SABASIETCA Kak pas
MNCKOMbIM COBMECTHbIM pacnpefeneHnem.

> Zt ; h(t)P (h(t)|v(k)) - 3TO OLEeHKa peasibHOro
pacnpe,u,eneHMH OCHOBbIBAsICb Ha AaHHbIX

> Phosoo = Z Zt lr)h (h(t), v(’)) - OLleHKa peasibHoro
pacnpegeneHuns C NOMoLLbIo cemnauposaus no mbbey, koTopoe
HECOMHEHHO Koraa To coliieTcs B peanbHomy3

81n P(v¥)
9,5,[./. ) = Po — Pk—oo =0

B3http://www.ini.rub.de/data/documents/tns/masterthesis_janmelchior.pdf
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Busyannsaums BoccTaHoBAEHHbIX 0Opa3oB

LOMITC =00 CXN
TOMICZE0R0CXN
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Busyanusaunsa npnsHakos, #1
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Busyanusauns npnsHakos, #2

Puc.: MpusHakn Ha MHoxXecTBe pykonucHbix Lugpp MNISTH

14http://deeplearning.net/
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Busyanusauns npusHakos, #3




Busyanunsaunsa npusHakos, #4

~0.8 *

=0.8 %

Puc.: RBM «kak 6a3zuc?®

Shttp://cs.stanford.edu/
62 /90



Perynapunsauyust 8 RBM, #1

(a) RBM, no reg (b) RBM, L2 reg

Puc.: WnnocTtpaumns acbdpekta perynsipusayum

63/90



Perynapusauyusi 8 RBM, #2

(a) RBM, L2 reg (b) RBM, L1 reg

Puc.: WnnocTtpaumns acbdpekta perynsipusayum
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KpuTepuii ocTaHOBKU

error
15 20 25 30
1

1.0

05

00

T T
0 10 20 30

epoche

Puc.: Kpocceanugauus
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3ayem Ham riybokue cetu?

)
) o

B - B “ "
O 14O 1 Ond cat

)

Puc.: Tnybokas HeiipoHHas ceTb'®

» CorniacHo CTaHfapTHOW MOAENN 3PUTENLHONR KOpbl FOJIOBHOMO
mo3ral? cuuTtaeTcs, 4TO KaXAblii CneayoLNii HelipoHHbIl coii
Bbly4MBaeT HOBbI ypoBeHb abcTpakuun aaHbix 1 (Hanpumep
WTPUXM, NATHA, MOBEPXHOCTH, OBBEKTbI);

> Maso Toro, 66110 Noka3aHo, 4To A0baB/eHNe HOBOMO CNOA B MOAesb
YAYYLIAET HUXKHIOK BapUALIMOHHYIO FpaHuLy norapudma

npasgonofobus rexepatusHoi mogenn'®.
1613 npegeHTauun Scale Deep Learning, Jeff Dean
17Hubel and Wiesel 1962; Serre et al. 2005; Ranzato et al. 2007
18palmer 1999; Kandel et al. 2000
19] earning multiple layers of representation (G. Hinton, 2007)
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Pelwexne npo6ne|v|b| napanan4da CeTun, NaeA

> A 4TO €CAU MHULMANN3UPOBATL BECA TaKMM 0bpa3om, 4To bbl obpa3
OPUTMHANBLHOIO U306paXkeHnsi B CKPbITOM MPOCTPAHCTBE OMUCHIBAJ
66l Npoobpas MaKCUMaAbHO TOYHO?

> lImeHHO 3TO 1 genaeT orpaHmyeHHas mawuna Bonbumana

x1 X2 x3

OOOO OO
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MagHblii anropnT™ npegobyderus

CobcTBeHHO anropuTtm

1. nocnenoBaTeNbHO HATPEHVPOBATL KaXKAYyIo Napy CNoes B rnybokoi
ceTn (BO3MOXHO KPOME MEpBOro 1 BTOPOFO CKPLITOFO COst OT
BbIXOLHOIO CNOs);

2. OCYLLECTBUTb TOHKYIO HaCTPOliKy BECOB, UCMOAb3Ys aNropuTM
obpatHoro pacnpoctpaneHuns owubku (fine turning).

HekoTopble BaXkHble MpenMyLLecTBa:
P> CKOpPOCTb CXOOAUMOCTN;
> KavecTBo (B cMbIC/e BbIGpaHHOI Mepbl);

> BO3MOXHO WCMOJIb30BaTh HE TOJIbKO pasMeyeHHble 0bpasbl 4ns
obyyeHus ¢ yuntenem
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Deep directed network

.:' T

[ns ceTn c ogHUM BUAMMbBIM CNOEM U TPEMSI CKPLITBIMU PYHKLNS
npasgonofobus BeIMIAAUT caedytowum obpasom:

p(h]_, h2, h3, V|W) = H Ber (V,"O' (thW(),)) . H Ber (hlj‘O' (hszl,)) .
i J

HBEF h2k|0' h3 W2, HBer h3/|W3/)
k
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Deep Boltzmann machine

[ns ceTn c ofHUM BUAMMbBIM CNOEM U TPEMSI CKPLITBIMU (PYHKLNS
npaegonofobust BeIMISANT Caeayowmnm obpasom:

1
p(h1, ho, h3, v|W) = ?~exp Zv,-h,-jwl,-jJr

U)

+ Z hjhowoji + Z hoyh3jway
K P
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Deep belief network

Nz T

[ns ceTn ¢ ogHUM BUAMMbBIM CNOEM U TPEMSI CKPLITBIMU PYHKLNS
npasgonofobus BeIMIAAUT cnegytowmm obpasom:

p(hl,hg, h3, V|W) = HBEI’(V,"O’ (thW(),')) H Ber (hl_j‘O’ (h2TW1,')) .
i Jj

1
' exp (%: h2kh3IW3kI>
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Autoencoder

T‘V

Puc.: ApxutekTypa aBToaccoumaTopa: npu obyHeHnn CTPeMSITCA NOMYHUTb
BbIXOLHO BekTOp X' Hanbonee BAN3KUM K BXOAHOMY BEKTOPY X

72/90



Deep autoencoder

[ 2000 |
VT  ee— T RBM
Top Layer Binary Codes ;
: W, :
L 32 ] : “3 1
W; : ‘
; | [ 32 ]CodeLayer
[ so0 | : - ' Gussim— 1wl
H 2 | Noise
W, H
s ]
Wy
[ 2000 | i 2000 | P 2000 |
The Deep Generative Model Recursive Pretraining Fine—tuning

Puc.: Semantic hashing?®

20R. Salakhutdinov, G. Hinton
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Discriminative Restricted Boltzmann Machines

COOO OO0«

o

(OO

Puc.: Classification using Discriminative Restricted Boltzmann Machines?!

21H_ Larochelle, Y. Bengio
74 /90



Deep Discriminative Restricted Boltzmann Machines

2000 top-level units

J

U

10 label units 500 units
This could be the 500 units
top level of
another sensory ﬂ ‘1
pathway 28x 28

pixel
image

Puc.: RBM for MNIST??

22G. Hinton
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Multimodal Deep Boltzmann Machine

Gaussian model ﬁ

Vimage

Dense, real-valued
image features

Puc.: Image + Text 23,

3

Replicated Softmax

Word
counts

CICIOICIC)
00000 g

Viext

http://videolectures.net/kdd2014_salakhutdinov_deep_learning/

23Gyjvastava, Salakhutdinov, NIPS 2012
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Recurrent Neural Network

Puc.: RNN - 370 rnybokas HelipoceTb ¢ obLmMu Becamu BO BpemeHu 24

24Generating Text with Recurrent Neural Networks, Sutskever, Martens, Hinton
77/90



Convolutional neural network

C3: f. maps 16@10x10
S4: f. maps 16@5x5

C1: feature maps
INPUT
32x32 6028:28

CS:layer Eg: jayer QUTPUT
20 s 10

[ |
| | Full connection Gaussian
Convolutions Subsampling Convolutions ~ Subsampling Full connection

Puc.: LeNet for MNIST?®

> lenet.gif

25Y . LeCunn
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Convolution Resticted Boltzmann Machine

h hy
0000 0000
0QO0O0 0000 ,,,

Puc.: Convolution RBM 2¢

26Stacks of Convolutional Restricted Boltzmann Machines for Shift-Invariant
Feature Learning, Mohammad Norouzi, Mani Ranjbar, and Greg Mori
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CxaTue pasmepHoctn npoctpaHctea, PCA

=

-

i
)
)

1

5N

I
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CxkaTune pasmepHocTu npoctpaHcTea, RBM

L

» rbm_features*.png




Learning Similarity Measures

Learning Similarity Metric

DIy 5°1

Neighborhood Component  Linear discriminant
Analysis Analysis

Puc.: New similarities in practice 27,
http://videolectures.net/kdd2014_salakhutdinov_deep_learning/

27Salakhutdinov and Hinton, Al and Statistics 2007
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Neurolinguistic model

Model P(document) Reuters dataset: 804,414
newswire stories: unsupervised

European Community
Interbank Markets Monetary/Economic

Disasters and
. Accidents

Leading LegallJudicial
Economic “
Indicators o
- PrOops
Bag of words Accounts/ - 28 :J,*T;' Government
Eamings ?*' Borrowings

Puc.: Deep generative model 28
http://videolectures.net/kdd2014_salakhutdinov_deep_learning/

28Hinton, Salakhutdinov, Science 2006 83 /90
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Multimodal data, #1
Multimodal Data

mosque, tower, ski, skiing,
building, cathedral, skiers, skiiers,
dome, castle snowmobile
bowl, cup,
kitchen, stove, oven, soup, cups,
refrigerator, coffee

microwave

beach

snow

Puc.: Images from text 2°,
http://videolectures.net/kdd2014_salakhutdinov_deep_learning/

29Ryan Kiros, 2014
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Multimodal data, #2
Multimodal Data

fluffy

delicious

adorable

sexy

Puc.: Images from text 3°,
http://videolectures.net/kdd2014_salakhutdinov_deep_learning/

30Ryan Kiros, 2014
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Text from images

Given

Generated

dog, cat, pet, kitten,
puppy, ginger, tongue,
kitty, dogs, furry

sea, france, boat, mer,
beach, river, bretagne,
plage, brittany

portrait, child, kid,
ritratto, kids, children,
boy, cute, boys, italy

Puc.: Text Generated from Images
http://videolectures.net/kdd2014_salakhutdinov_deep_learning/

|

Generated
insect, butterfly, insects,
bug, butterflies,
lepidoptera

graffiti, streetart, stencil
sticker, urbanart, graff,
sanfrancisco

canada, nature,
sunrise, ontario, fog,
mist, bc, morning
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Natural language from image

Output

A man skiing down the snow
covered mountain with a dark
sky in the background.

Puc.: Natural Text Generated from Images
http://videolectures.net/kdd2014_salakhutdinov_deep_learning/
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Multimodal Linguistic Regularities, #1

Nearest Images

-dog + cat =

- cat + dog =

g - plane + bird = |
% - man + woman =

Puc.: Multimodal Linguistic Regularities 3,
http://videolectures.net/kdd2014_salakhutdinov_deep_learning/

b

31Ryan Kiros, 2014 88/90
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Multimodal Linguistic Regularities, #2

- blue +red =

- blue + yellow = |

- yellow + red =

- white + red =

LYl .

Puc.: Multimodal Linguistic Regularities 32,
http://videolectures.net/kdd2014_salakhutdinov_deep_learning/

32Ryan Kiros, 2014 89 /90
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Bonpocei




	 
	   
	  
	  

